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A Bipolar Transistor Model for Device
and Circuit Design

R. B. Schilling
Solid State Division, Somerville, N. J.

Abstract—The regional approximation technique is used for the development of
transistor models. This technique uses the Interaction of physics and
mathematics. Physics is used as a guide to the mathematical approxi-
mations. A linearized version of the Linvill lumped model is developed
that is highly useful to both circuit and device designers. Model param-
eters are found from the charge distribution. Model development using
the regional approximation technique allows for adjusting the complex-
ity of the model. It is shown how a single region can adequately pre-
dict device performance under extreme base-widening conditions.

The device model's success is determined by the degree to which
it represents physical reality while minimizing mathematical complexity.

1. Introduction

Renewed interest in the bipolar transistor has taken place during the
last few years due to the advent of computer-aided design. This in-
terest is centered on development of transistor models. Both circuit
and device designers are seeking models that will predict performance
over wide ranges of device operation. To satisfy both elements and to
close the loop between them (in order to design the device for improved
circuit performance) requires a model that is based on the internal
physics of the device (the doping profile). In addition, the model must
be capable of handling effects such as base-widening, conductivity

* A more detailed version of this paper is scheduled to be published b,
McGraw Hill, Inc., N.Y., as Chapter 1 in a book entitled Modeling of Solitz
State Devices for Computer-Aided Design.
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modulation, and other high-injection-level phenomena that are common-
place during operation of present-day transistors.

Analysis techniques from which transistor models have been derived
fall into three categories: the classical-analytical approach,® the total
computer approach,? and the recently presented regional approximation
method (RAM).! The standard single-lump models (Linvill, Charge-
Control and Ebers-Mole) are based on the classical approach. The
classical approach has the advantage of an analytically tractable solu-
tion, simplicity, and a clear description of the physics. However, this
approach is based on low-level injection and very simplified doping
profiles. The single-lump models derived from the classical approach
are therefore limited in scope. The total computer approach uses
iterative techniques to solve the basic transistor equations. The results
obtained using this approach are highly accurate (perhaps more ac-
curate than is possible for the material parameters to be determined) ;
however, the complexity of the approach is far too great to be of use in
computer-aided design. The regional approximation method is based
on dividing the transistor into physically defined regions. By combining
this technique with computer monitoring of approximations, significant
simplifications can be self-consistently made while a high level of
accuracy can be maintained. In addition, defining regions by boundaries
that depend on the operating voltage and current emphasizes the under-
lying physics and aids significantly in understanding the problem.

The results presented herein demonstrate that an analytically
tractable determination of certain transistor parameters (electric field,
charge densities, etc.) can be obtained under wide ranges of device
operation. Many of the approximations used to obtain the analytical
solution were determined by careful scrutiny of the computer results
obtained using the regional approximation method. For this reason,
the regional approximation method will be reviewed as an integral part
of the analytical technique. Attention will be focused on high-level
conditions of operation, because solutions under low-level conditions
are readily available in the literature.

1.1 Structure

The structure we consider is that of the planar n+-pvn+ transistor
illustrated in Fig. 1 (v indicates a lightly doped n region). Under
low-level conditions of operation, the active region requiring study (the
base region) would be the fixed region contained between the emitter
junction plane at = 0 and the collector-junction plane at = x,,, both
of which are defined by the metallurgical preparation of the structure.
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TRANSISTOR MODEL

In practice, under high-level conditions of operation (e.g., high-current
low-voltage conditions) there can be substantial base widening, even
to the point where the base reaches the metallic collector plane at x =L
in Fig. 1. The regional approximation method must, therefore, provide
regions whose boundaries are functions of the operating voltage and
current. To this end the problem is divided into three separate regions,

TRANSITION HMIC

Ol —
}=—BASE ~{=REGION ™= | FCcTOR

777 . NN
METALLICA | METALLIC
| >~—
EMITTER A = | \COI'.‘LECTOR
rd—— —_— +
/oA A e R T SR\,

V Ve

t |
| X, (lc,VCE) XZ(IC'VCE) |
X=0 XmJ X=L
{BASE-COLLECTOR
METALLURGICAL JUNCTION)

Fig. 1—One-dimensional transistor structure.

each dominated by separate physical considerations. The regions, as
shown in Fig. 1, are the base, transition, and ohmic collector regions.
The boundaries between regions, z, and z,, are functions of emitter cur-
rent Iy and collector-to-emitter voltage Vig. This procedure not only
keeps the underlying physics clearly in view, but greatly simplifies the
determining equations, allowing analytical solutions to be obtained.

1.2 General Equations

The following equations characterize the transistor problem:
the electron-current density equation,

dn
Jn:ef"'nnE""(”Dn_ ’ [1]
dz

the hole-current density equation,

dp
J, = eu,pE — eD,— ; 2]
P P ﬂdx

the total-current density equation
J=J,+ J, =constant; [3]
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the Poisson equation
e dE

——=p—n—N(x);
e dx

the electrostatic potential equation
v =—fEdz;
the electron particle-conservation equation

aJ,
=—e(g—7);

dx

and the hole particle-conservation equation

dJP
—=ce(g—7).
dx

where

D,, D, = electron and hole diffusion coefficients
e = absolute value of electron charge
E = electric field
n, p = electron and hole densities
Hn» ity = electron and hole mobilities
¢ = dielectric constant
N = doping profile

¢ = generation rate of electron-hole pairs

r = recombination rate of electron-hole pairs

(4]

(5]

(6]

(7]

For the case of the n-p-n transistor, the dominant carriers are
electrons. The hole current J, is, therefore, significantly less than
either of its two components, i.e., it is a small difference between two
much larger currents. Further, with operation at useful values of
gain, neither the generation nor recombination of carriers significantly
perturb the current flow. With these ‘‘classical” approximations, Eq.

[1] can be replaced by
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dn
J, = ep,nE + eD,— = J = constant, [8]
dx

and Eq. [2] by
D, dp/dx

E=—
kP

(9]

Eqs. [8] and [9], together with Eqs. [4] and [5], constitute the
simplified transistor equations. From these equations, given J, ¢, and
the doping profile N(z), the quantities n, E, and the gain are deter-
mined. In practice, J and a boundary condition on » are used to
generate n(z) and E (z), from which ¢ is found from Eq. [5].

Reduction of Egs. [4], [8], and [9] to an equation in one variable
yields a highly nonlinear third-order differential equation. In con-
trast, through the use of the regional approximation method (RAM),
only first-order differential equations will result, requiring substantially
less computer time for solution and allowing rate-of-change calculations
to be made using a slide rule. Also, through careful study of the results
of the regional approximation method, a number of useful analytical
equations can be obtained.

2. Review of Regional Approximation Method*

There are three regions in the problem, as illustrated in Fig. 1. Region
I, adjacent to the emitter, is the classical base region characterized by
approximate local neutrality. It terminates at the plane x; where this
neutrality approximation runs out of self-consistency, namely where
the neglected space charge (¢/e) (dE/dx) catches up with the separate
components of charge in the base region. With this criterion, the base
width is obviously not fixed, varying with the current and voltage.
Herein, of course, lies the mathematical complexity of the problem. The
three regions will be discussed separately :

2.1 Region | (0= x = x,)
This region is characterized by local neutrality,
p—n—N(x)=0. [10]

This expression replaces the Poisson Equation given in Eq. [4].
Between this base region and the highly doped n+ emitter is a
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depletion layer. The left-hand edge of region I, x = 0, is taken at the
base edge of the depletion layer. The density n(0) at =0 is known
from junction theory, given a known emitter doping and voltage across
the emitter-base depletion layer. This voltage, added to the voltage
from 0 to L, gives the total transistor voltage.

A differential equation in n is obtained by substitution of Eqs. [9]
and [10] into Eq. [8],

J dN J
nf ———1»}+-—N
dn eD, da» eD,

— = . [11]
dx 2n+ N

Eq. [11] is an Abel equation of the second kind®* and, with N(x)
specified, it is readily solved for n(x) on a computer; p(xz) is then
given by Eq. [10] and E(z) by Eq. [9].

The self-consistency condition on the neglected space charge defining
the end of region I is

¢ (dE/dz,)
r=2x: R(xl):R1=——=0.5. [12]
€ Y

It turns out that the final results are quite insensitive to the partic-
ular value of R = R, used to terminate the base over the range 0.1 < R,
< 1. At the plane x = 0, R is order of magnitudes less than unity.

Eq. [11] serves as the focal point for development of the analytical
equations.

2.2 Region Il (x; = x = x,)

This region is characterized by the domination of drift current over
diffusion current, so that Eq. [8] may be appreximated by

J = eu,nkE. : {13]

On the other hand, from the characterization in Eq. [12] of the ter-
mination plane z = x,, it is clear that space charge cannot be neglected
beyond this plane. Thus, we must use the Poisson equation in place of
the neutrality condition.

However, because p is negligible in this region (which can be shown
using Eq. [9] for p when E has been determined from Eq. [15]), Eq.
[4] simplifies to
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e dF
——=—n—N(). [14]
e dx

Substitution of £q. [18] for n in Eq. [14] produces a differential equa-
tion in E,

dE J e
—_——— ——N(z). [15]
dx ep B e

Like Eq. [11], this is an Abel equation of the second kind, readily
solvable by computer.

Note that Egs. [13], [14], and [15] characterizing this region are
identical, for the case N(x) = constant (positive, negative, or zero), to
the equatioms characterizing one-carrier space-charge-limited current
theory (positive constant to the Ohm’s-law-square-law transition prob-
lem, zero to the perfect insulator problem, and negative constant to the
trap-filled-limit problem) under homogeneous conditions, for which
solutions are available.* For voltage drops across this region exceeding
a few V= kT/e, the neglect of the diffusion current in these problems
has been justified by detailed studies.®

Region II ends at plane x,, where, once again, space charge is no
longer important,

¢ |dE/dz,|
£=7,; R(zy) =Rp=— ————=0.5. [16]
e mn

.

Note that Region II will usually contain the plane x, of the metal-
lurgical junction between the p and v regions of the structure.

2.3 Regionlll (x,=x=1)

Region III is an ohmic region, i.e., the space charge (e/e) (dE/dx)
can be dropped from Eq. [14], giving

n=-—N(2),
or, using Eq. [13],
J = —e[J.,.N(x)E, [17]

which determines E'(x).
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By use of the above theory, a computer calculation has been made
for the prototype power transistor illustrated in Fig. 2, namely, one
containing an exponential doping profile. Plots of electron (and hole)
density and electric field as a function of position at fixed V; and vary-
ing I, are shown in Figs. 3 and 4, respectively. Details of the
computer program used in obtaining these results can be found in the
literature.®

5x10'
ELECTRONS
cm3

0.3 MIL (7.62 MICRONS)

I
Xs0 '3 MILS
XMy OHMIC REGION

6.5x10" ELECTRONS
cmd
N+

Fig. 2—Doping Profile for n+prn+ prototype power transistor.

3. Analytical Equations

At this point, equations have been developed that characterize the
transistor in the base, transition, and ohmic regions. With these
regional equations (Eqs. [11], [15], and [17] in the base, transition,
and ohmic regions, respectively) and the computed results shown in
Figs. 3 and 4, we will now analyze the device physics further in order
to derive additional approximations. We will focus our attention on
high-current low-voltage (base-widening) operation. The results ob-
tained using the approximations developed below will be evaluated by
comparing them with Figs. 3 and 4.

3.1 Base Region (0 = x = x,)

We note from Fig. 3 that the curves of electron density as a function
of position, for bias conditions under which the base widens beyond
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Fig. 3—Electron and hole density versus position at fixed Vcr and vary-
ing J(I¢).
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the metallurgical junction, are characterized by a positive slope, peak,
and a negative slope as x increases from zero.

The governing equation in the base region, Eq. [11], is in terms of
the electron density and is rewritten here for convenience as follows:

dn J dN
2n+N) —=+ (n+N) —n—. [18]
dx eD, dx

One method of simplifying the base region would be to separate the base
into dn/dx > 0 and dn/dx < 0 regions. This procedure corresponds to
neglecting the first and second terms on the right-hand side of Eq. [18],
respectively (note: J and dN/dx are negative).

Another possibility for simplification is based on comparison of =
and N in Eq. [18]. From Fig. 3, we note that within the positive
sloping portion of n, n < N is followed by » > N as x increases from
zero.

10000 T : ]
8 Vcg*4V
Igs50mA
°  Wash 0 DENOTES Xg ,

ar |

|
1g=200mA '
(Ja*49) -

~
T

[=]
s 2al
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- l T z
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| Ig*300mA  [LTess500mAf~Ig=ia
7 (Jn'G)I (Ja=10) {Jn =20)

v/
e

A N X
\\_ ,4( ‘15'::"(’;;?_

100

LK.

b

~
T
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/
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ar / \ Ie=5A
— E
o :// (Jn*100)
of |
| Ig=ImA
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Fig. 4—Electric field versus position at fixed Vcz and varying J(Ic).
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The above discussion points to two approaches to dividing and
simplifying the base, namely n < N, n > N and dn/dz > 0, dn/dx < 0.
These approaches are discussed in the following paragraphs.

3.1.1 Base Region Separation (n < N and n > N)

Comparison of the electron density with the background doping in
Fig. 3 leads to a physical division of the base in terms of n <N, n > N.
Near 2 = 0, n < N; beyond some value of z, n > N. For very high cur-
rent densities such as J = 100 A/cm2, only the region of n > N applies.
The base is thereby divided into subregions with a boundary condition
of n = N used to join the subregions. Use of # <N, n> N in Eq. [18]
will lead to analytical equations for n(x) in the subregions.

Considering n < N (or 2n < N) in Eq. [18] results in

dn J dN
N—=—N-n——-101, [19]
dx ¢D, dx
or
d(nN) J
=—N. [20]
dx eD,

Integrating Eq. [20] and solving for n yields

1 J
n(x) = [’n(o)N(o) +— N(x)dx}. [21]
N(x)| eD,

/]

Computation of n(x) using Eq. [21] is very simple. Comparison oi
results obtained using the analytical equations and Eq. [18] will be
presented at the conclusion of the analytical discussion.

For n > N in Eq. [18],

dn J 1 dN
— = _ [22]
dx 2e¢D, 2 dx

Eq. [22] is very interesting in that it approaches the Webster equation
as dN/dx approaches zero. Because J and dN/dx are both negative, it
is determined from the right-hand side of Eq. [22] that the dN/dx
term produces the positive slope and J term produces the negative slope
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in the electron density. As z increases beyond z,, dN/dxz approaches
zero, forcing the slope in the electron density to become negative and
constant (this is not evident in Fig. 3 because a semi-log drawing is
used).

Solution of Eq. [22] for n(x) gives

J 1
(x —2) S [(N(z) —N(=)], (23]

n(z) =n(z’) +
2eD,

where &’ represents the plane where n = N.

The importance of Eqs. [21] and [23] for simplicity in obtaining
n(x) analytically is evident.

The importance of Eqs. [19] and [22] goes beyond the non-time-
varying calculation of n(z), in that they also provide the starting point
for the development of a “linearized” Linvill lumped model.” This work
is in its early stages and, therefore, will only be discussed briefly here.
Solution of Eq. [19] for J gives

dN
eD, —
dn dx
J=eD,—+| ——— |nforn<N. [24]
dx N

In the Linvill lumped approach to modeling, the key variable is the
minority carrier density, », and Eq. [24] is linear in n. The major
drawback in the Linvill lumped approach regarding computation is that
the drift term in the current equation is nonlinear, containing the
product on # and E. Use of the approach outlined above to derive Eq.
[24] removes the drawback of nonlinearity. The first term on the
right-hand side of Eq. [24] represents the Linvill “diffusance” element.
The second term represents a position-dependent conductance (because
n behaves as potential in the Linvill scheme).

Rewriting Eq. [22] to solve for J, yields

dn dN
J=2eD,— + eD, — forn > N, [25]
dx dx

Eq. [25] is linear in » with the first term on the right-hand side
being the “diffusance” with D, replaced by 2D, and the second term
representing a position-dependent current source.

The Linvill lumped elements given by Eqs. [24] and [25], together
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with the Linvill recombinance and storage elements, represent a major
simplification in transistor modeling. The transistor circuit model
corresponding to the above is obtained as follows: Linvill circuit ele-
ments corresponding to Eq. [24] are used from z = 0 to x = 2’; Linvill
circuit elements corresponding to Eq. [25] are used from xz =2z’ to
x = x,; and an ohmic region represented by a resistor is used from
x =, to 2 = L. The fact that Eqs. [24] and [25] were obtained under
non-time-varying conditions may constrain these results to “quasi-time-
varying” models. The ability of this approach to translate non-time-
varying to time-varying conditions depends on dynamic monitoring of
the subregion n < N, n > N interface where n = N.

Transistor models that are presently in use, such as Ebers—Moll®* and
Gummel charge control,® are also based on static conditions. A further
limitaton of these approaches is that the time-varying nature of the
model is described only by external capacitances. In the “Regionalized”
Linvill model suggested above, the time-varying parameters are in-
ternal, i.e., recombination and storage and the charge density are treated
“quasi-dynamically”.

Although Eqgs. [21] and [23] yield a complete analytical description
for n(x), other alternatives, brought about by defining subregions
based on dn/dx > 0, dn/dx < 0, will also be considered.

3.1.2 Base Region Separation—dn/dx >0, dn/dx <0

a. dn/dx>0,0<z <7,

In the region of x = 0 the slope of the electron density is positive as
shown in Fig. 3. Therefore, a subregion is defined from x = 0 to the
plane in z, defined as « peak, where dn/dx equals zero; it is assumed
that the second term on the right-hand side of Eq. [18] dominates in
this subregion. The governing equation obtained from Eq. [18] is

dn dN
en+N) —=-n—om, [26]
dx dx
with solution
n2 + nN = (constant) = n2(0) + n(0)N(0), [27]
or
N(x) N(z) \2
n(x) = — - + < 5 > + K. [28]
2
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Additional simplification of Eqs. [26] through [28] results if
n < N, n> N are considered. Thus, for n <N,

nN = K (constant) = n(o) N (o), [29]
and forn > N
n = K (constant). [30]

The value of K in Eq. [30] serves as an upper limit for n peak.

It appears that the results given by Egs. [26] through [30] are
independent of J. This is not the case, because n(0) is uniquely deter-
mined by J for a given value of Vgp.

b. Location of dn/dx = 0 Plane

Having solved for n(x) under the condition that dn/dx > 0, we next
consider the termination of this subregion at x = x, where dn/dx = 0.
Eq. [18] then yields

J dN
nM+N)=n— atx = x,. [31]
eD, dx

It is evident from Fig. 3 that at x,, n >> N. Using this result in Eq. [31]
yields

—_—=— atr ==z, [32]

Eq. [382] accurately locates z,,
c. dn/dx <0, z, <<z, The Webster Region'

An often used equation in transistor physics is

dn
J=2eD,—. [33]
dx

This equation results when # == p>> N in a region of the device where
N = constant. The result for these conditions is evidenced in Eq. [22].

In many treatments of transistor analyses, Eq. [33] is assumed to
hold throughout the base region from =0 to z =x,, (the base is
assumed to terminate at xy; — no base widening). It is clear from
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Fig. 8 that Eq. [33] does not hold near or at z = 0 under general con-
ditions. We will now show that Eq. [33] is a good approximation in the
base subregion where dn/dx < 0.

For dn/dx < 0, Eq. [18] is used with the first term on the right-
hand side dominant, which results in

2n+ N\ dn
J=eD,[| —— |} —. [34]
n+ N / dx

The Webster equation is obtained from Eq. [34] by noting that
n>> N in the region of Fig. 3 where dn/dx < 0.

Solving Eq. [33] for n(z) results in

J
(x - x’) + ng’ [35]

n(z) =
2eD,,

where z,, the location of the peak in the n(x) curve, is found from Eq.
[32] and n,, the peak value of n(x), is found from Eq. [28].
d. Webster Equation Correction

In the vicinity of z,, » = | N| and Eq. [35] becomes less accurate. Addi-
tional accuracy can be obtained from Eq. [84]. Near z,, it is noted in
Fig. 3 that N = —N = constant, where N, is the ohmic collector con-
centration. Under this condition, Eq. [34] becomes

2n — Ng \ dn
J=eD,| ———— | —. [36]
n— Ny / dx

If we write the bracketed term in Eq. [36] as [2 4+ No/(n — Ng) ], in-
tegration becomes simplified,

J Ng¢ n, — N¢
n(x) =n, + (x=—z,) +—M| — |. [37]
2eD,, 2 n — Ng

At first glance Eq. [37] appears complex regarding determination
of n(x). However, the first two terms on the right-hand side are
identical to n(x) given by Eq. [385]. The log term is, therefore, a cor-
rection factor that can be calculated using the value of n(z) obtained
from Eq. [35]. With a computer, very accurate results can be obtained
quickly from Egs. [35] and [37].
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3.1.3 Exponential Profile

Due to the unique property of the exponential profile (dN/dx < N),
additional simplifications result. As an example Eq. [19] can be re-
written

—=——n

dx eD,

dn J dN/dx
[ ] 5 [38]

N
If we assume N « ¢~ we have (dN/dx)/N = —1/A, resulting in

dn J n

——— [39]
dx eD, A

Eq. [39] is a first-order linear differential equation with solution

JA
n(x) =n(0)e?’/» + — (eo/* —1) . [40]
eD,

Near x = 0 where dn/dx > 0, the second term on the right-hand side of
Eq. [39] dominates, resulting in

n(x) =n(0)eaN, [41]

which is equivalent to Eq. [29]. Eq. [41] works well as an upper bound
onn(x). Use of the exponential profile results in a position-independent
Linvill conductance term in Eq. [24].

3.1.4 Onset of Base Widening

Eq. [39] was developed from Eq. [19] and is based on n <N and
N « e~/ or (dN/dx)/N = —1/X. We note from Fig. 8 that both the
4 and 6 A/cm? curves, in the vicinity of x = 0, are characterized by
n < N. The profile used to develop Fig. 3, shown in Fig. 2, is given by

N(z) =N(0)e=/2 — Ny (1 — e—a), [42]

However, as shown in Fig. 2, N(0) > Ng, resulting in (dN/dx)/N
= —1/A.

From the above discussion it is anticipated that both the 4 and
6 A/cm? curves can be described by Eq. [39]. The significance attached
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to this description is that the 4 A/em?2 curve is pre-base-widening, and
the 6 A/em? curve is in base widening. Eq. [39], therefore, must con-
tain the factors determining the onset of base widening. The sensitivity
involved in choosing n(0) at a given J (near onset of base widening)
to obtain Vg = 4 volts is very apparent in Fig. 3. The simple result
developed below from Eq. [39] to describe the onset of base widening,
therefore, is very useful.

Several interesting effects occur during the onset of base widening
as shown in Fig. 3. For example, the slope of n at the origin changes
sign from negative to positive as the current density increases from
4 to 6 A/cm2. Intuition suggests, therefore, that the onset of base
widening be determined where dn/dx = 0. Setting dn/dx =0 in Eq.
[39] results in

A
n(0) =—|J|. [43]
eD,

Eq. [43] accurately determines n(0) as a function of J for the onset
of base widening.

3.2 Transition and Ohmic Collector Regions

The termination of the base region under conditions of base widening
occurs where the profile is constant (see Figs. 2 and 3). Analytical
treatment is carried out, therefore, using the results of the problem of
the “trap-free solid with thermal free carriers,” as outlined below.* This
problem is treated in two regions which coincide with the transition and
ohmic regions used in the regional approximation method. The applica-
ble equations are Eqgs. [13] and [14], rewritten here for convenience as

J = ep,nE [44]
¢ dF
———=-n+N, [45]
e dx

where n(2) = —N, in the region of interest. The transition and ohmic

regions are characterized as follows:
(a) Transition region (2, <z <z,) — N, neglected

J = ep,nE [46]
e dF
—_—— 7 [47]
e dx
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(b) Ohmic region (2, <x <L) —n(z) =N,

J = ep,NE. [48]
The plane connecting the two regions is characterized by

n(x;) =N, [49]

and the solutions are joined by requiring continuity of the electric
field intensity:

E(x,~) = E(x,1). [50]

Solution of the electric-field intensity by use of Eqs. [46] and [47]
results in

—2J .
E(x) = < > z+C [51]
€lly

where C is determined by matching the electric field at x =z, using
Eq. [51] together with the value obtained from the solution in the base
region evaluated at z;.

The electric field solution in the ohmic collector, obtained directly
from Eq. [48], is

J

E(x) = [52]

ep.N, .
4. Comparison of Analytical and Regional Approximation Techinques

To compare the results of the analytical and regional approximation
method (RAM) techniques and to demonstrate the application of the
analytical scheme a complete determination of a typical curve in Fig. 3
will be carried out.

We begin with a discussion of how the curves in Figs. 3 and 4 were
generated using RAM since the procedure used for the analytical
technique is obtained in a similar manner. Starting at x = 0, Eq. [11]
is used subject to a boundary condition on the electron density at
2 = 0. The value of n(0) chosen for a given J determines the general
shape of the electron-density curves shown in Fig. 3 and the electric
field curves shown in Fig. 4. The value of n(0), therefore, determines
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the voltage Vg for a given J (the voltage Vg is obtained by adding the
emitter-to-base junction voltage, which depends on 7(0), to the applied
voltage between # =0 and x = L). The value n(0) itself is not sig-
nificant. The important item to consider when comparing the RAM and
analytical techniques is that, for the same V¢g and J, equivalent curves
of n(xz) and E(z) result. This will become clear below.

Eq. [11] subject to n(0) and J, is solved from z = 0 to ,, which is
determined through Eq. [12]. At z, Eq. [15] takes over, subject to
continuity of the electric field at x;,. Eq. [15] is used up to z=x,,
which is determined through Eq. [16]. From z, to L, Eq. [17] applies,
subject to continuity of the electric field at = z,.

To demonstrate the application of the analytical approach, Eqs. [21]
and [23] will be used in the base region. These equations are chosen
because they lend themselves to device modeling through the Linvill
approach, as discussed previously. In addition, the exponential profile
of Fig. 2 will be used, resulting in a linearized drift term in the Linvill
model as given by Eqs. [24] and [25].

4.1 Base Region

If we begin at 2 =0, with Eq. [21] subject to an exponential profile,
we obtain Eq. [40], which is rewritten here for convenience.

JA
n(z) =n(0)e/r + — (e*/* — 1), [53]
eD,

We will consider the curves in Figs. 3 and 4 for J = 20 A/cm2. A value
of n(0) = 2.0 X 10!% will be chosen. Note that this is not the value of
n(0) used to obtain the J = 20 curve in Fig. 3, indicating a small error
in n(z) near 2 = 0. This error is of little consequence because the main
objective will still be met, that of obtaining equivalent curves of n(x)
and E (z) over most of the structure for given values of Vz and J. The
value of n(0) = 2.0 X 10—15 was chosen to get a reasonably close fit to
the J =20 curve in Fig. 3. With A =1.1 X 10—4 ¢cm (from Fig. 2) and
D, = 25 (value used in obtaining Fig. 3 and 4), Eq. [53] becomes

n(zx) =2 X 1018e2/A — 55 X 1014 (e2/A — 1) for0 <z < 2’ [54]
Eq. [54] is used until x =a’ where n(x’) = (2/3)N(x’). (The

original development in Section 8 used n =N as the boundary.
However, due to the term (2n + N) in Eq. [18], from which Eq. [21]
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was obtained, a more consistent boundary is obtained between n = N/2
andn = N).

For the present calculation, &’ = 1.51 and n(z’) = 7.05 X 10'® were
used. Eq. [23] then becomes

n(z) =n(z’) — 2.5 X 10! (v — )
—2.5 X 1016 (g—=/> — g—2'/A) [55]

for < x < x,.
The location of x; is obtained using Eq. [12], requiring

€

e

(dE/dx),
——F | = 0.5. [56]

Y4

To obtain the condition given in Eq. [56] in terms of the electron den-
sity, which together with Eq. [55] locates x,, we must first obtain an
analytical equation for the electric field.

4.1.1 Electric Field Equation

In the portion of the base bounded by 0 <z <«’, Eq. [39] applies,
which is equivalent to the electric field being constant and equal to

E=——=——. [57]
Ba A A

For the present analysis, this represents a field of —227 V/em.

Eq. [25] represents the current flow in the portion of the base
bounded by #’ < z < x,. Rewriting Eq. [25] to obtain the electric field

gives

dn Ve/dn  dN

J=eD,—+| —| —+— ] |nepq. [58]
dx n \ dx dz

The term in brackets in Eq. [58] is equal to E(x). Thus, removal of
the quantity dn/dx by use of Eq. [25] results in

Ve[ 4 1dN
E(z) =— +——1. [59]
n | 2¢D, 2 dx
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4.1.2 Location of x,

It is evident from Fig. 3 that the location of x; occurs where the
doping N (z) is approximately constant. Calculation substantiates that

J/eD, > dN/dzx.
Thus, simplification of Eq. [59] in the vicinity of x, yields

Ve J
E(x) =~— : [60]
n 2eD,

Use of Eq. [60] in Eq. [56], yields

Vp J 2

— [61]
2¢ eD,

n (n+N) =

where dn/dx = J/(2eD,) was utilized.

For J =20 A/cm? and a value of ¢ = 11.7, Eq. [61] results in
n(z,) = 1.55 X 1014, With n(z,) known, z, can be found from Eq. [55].
Because x, >> z, the term e—2/* in Eq. [55] can be neglected at « = «,.
Substitution of n(x;) = 1.55 x 1014, " = 1.5X, and n(z’) = 7.05 X 1015
into Eq. [55] yields , = 47\ = 51.7 micrometers.

4.2 Transition and Ohmic Regions

In the transition region, Eq. [51] is used for the electric field. A slight
variation of Eq. [51] used for ease of computation is

2|J|
|E(2) | = (z —x,) + [E(z,)]2 [62]
€ty

Use of Eq. [60] with n(z;) = 1.55 X 1014 yields E(x;) =419 V/em.
With |J| =20 A/cm?, Eq. [62] becomes

|E(2) | = V426 X 10° (z —z,) + 1.76 X 105 [63]

where (x — z,) is in units of A.

Eq. [63] is valid for ' <« <, where z, is defined by Eq. [49],
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requiring n(z,) = N,. The location of z, is found by substituting Eq.
[63] into Eq. [46].

The ohmic region holds for z, < « < L with %ppie = N, and | E e
= |J|/epN, = 2000 V/em.

The results obtained from Egs. [53] through [63] for |J| =20
A/em? and #(0) = 2 X 1015 are shown in Figs. 5 and 6 for the electron
density and electric field, respectively. Also included are similar com-
putations for n(0) = 2.5 X 1015,

Agreement between computer and analytical techniques in Figs. 5
and 6 is very close. It is evident that for a given J — Vg operating
point, the electron density and electric field profiles obtained through
computer or analytical techniques are, for all practical considerations.
identical. The approximations used to obtain the analytical equations,
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Fig. 6—Electron density versus position, analytical and computer results.
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Fig. 6—Electric field versus position, analytical and computer results.

therefore, are justified. In addition, the analytical equations can now
be used with confidence to develop simplified yet accurate models for
determining transistor behavior.

5. Dominant Region Technique

In the previous sections, we developed the complete analytical approach
for determining electron density and electric field profiles throughout
the transistor. Under certain operating conditions, however, portions
of the transistor have negligible effect on performance. For example,
under extreme base-widening conditions, practically all of Vg is
dropped across a small region near the collector. Taking advantage of
these situations leads to significantly simplified, yet highly accurate re-
sults. In this section, this “Dominant Region” technique is described.
Two very important results in transistor behavior developed using this
technique are discussed. The results presented below were brought to
light through use of the regional approximation method.
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5.1 Base-Widened Transit Time

In the classical approach to transit-time calculations, the electron den-
sity in an n-p-n transistor is assumed to vary in the base as shown in
Fig. 7. The base transit time T is then found as the ratio of the total
base charge to the electron current density,

Qr (1/2)Wgen(0) Wy

e e e | [64]
J n(0) 2D,
eD,
Wy
nix)
d
|~’|’00n7:
r
Z el
z
w
o
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S
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(]
[ X
wB
POSITION

Fig. 7—Electron density versus position for low-level injection.

Two assumptions are inherent in Eq. [64]:

1. Only diffusion current is present, resulting in the profile in Fig. 7.

2. Electron density is zero at fixed base width W, (no base widening)
for all operating conditions (i.e., I, Vgg).

These assumptions, however, are unrealistic under general operating

conditions.

Another variation of the transit-time calculation which includes
drift current and conductivity modulation is obtained using Eqgs. [1]
and [9] with p = n, resulting in

dn
J =2eD,—. [65]
dx

The classical approximation of n (W) = 0 (no base widening) is again
assumed, yielding
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Wt
Tp= . [66]
4D,

Use of Eq. [64] or Eq. [66] to calculate base transit time under con-
ditions of base widening leads to useless results. What is required is
caleulation of the transit time that considers the specific current and
voltage at which the device operates. For the device shown in Fig. 2
with Vg = 4 volts and varying current density, the computer calcula-
tions of transit time shown in Fig. 8 were obtained by dividing the
total electron base charge shown in Fig. 3 by the electron current
density.

100,
sf T
of Veg* 4V f
st J
2
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<« |
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5 4 ——— COMPUTER
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g ¥ ‘
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(5
A
N L e ¢ “ew, H Teb Tt 4 w8 o

BASE TRANSIT TIME (Ty ) — us
B

Fig. 8—Transit time versus current density, analytical and computer
results.

Rather than discard the form of the transit time formula given in
Egs. [64] and [66], a reinterpretation is presented for base-widened
operation. We replace the fixed quantity Wy by the effective base width
Wy (Ig, Vgg) to obtain

Ty (g, Veg) = [Wp (g, Vegr) 13/ (9D,). [67]

where 5 is a factor to be determined.

The use of Eq. [67] at J =20 A/cm? (Vg = 4 volts) with Wy equal
to 56.2 micrometers (Fig. 3), results in D, = 104. Since D, = 25 was
used in the computed calculation,

n (effective) = 4. [68]
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It is reasonable that » =4 under base-widening conditions because,
over most of the structure, the Webster equation (D,, replaced by 2D,)
governs the solution, i.e., p approximately equals n.

Eq. [67], therefore, gives reasonable values of base transit time
under general operating conditions if 5 is equal to 4 and Wy (14, Vep)
is interpreted as the effective base. The remaining quantity to de-
termine is Wy(Ig, Veog). It is evident in Fig. 4 that, for |J| greater
than 6 A/cm2, a major portion of Vg is carried in the ohmic region
where |J| is equal to gu,N,|E|, resulting in

171
Vep = (L — Wpg), [69]
ep, N,
or
VCE(e.u'nNr)
Wp=L— —— [70]
[71

For the transistor structure of Fig. 2, Eq. [70] becomes

100V ¢

W, (micrometers) = 76 — [71]

171

By use of Eqs. [67] and [71] with » = 4 and D, = 25, data for transit
time was generated as indicated by the dashed curve in Fig. 8. Com-
parison of computer-generated data and data obtained using Eqs. [67]
and [71] indicates very close agreement. For |J| =6 A/cm?, i.e., at
the onset of base widening, agreement is not as close.

Clarification is needed concerning the use of a single value of D,
for a general comparison of both the computer and analytical methods.
By use of the analytical method, Eq. [69], it can be seen that Ty varies
directly as D,—1. The computer method of calculating Tj is to divide
the total base charge by J,

Wp

r dz |
‘_ qafn(x) xJ

Tp=
J

Thus, for both results to be independent of D, it is necessary for n(x)
to vary directly as D,—?, a condition that is true over the portion of

364 RCA Review ¢ Vol. 32 « September 1971




TRANSISTOR MODEL

the base where the Webster equation holds. This condition is shown in
Fig. 8 to include most of the base. The reason for the discrepancy be-
tween computer and analytical results at |J| =6 A/cm? is that, at the
onset of base widening, only half the base is Webster-like.

5.2 High-Field Region Under Severe Base Widening

Destructive second breakdown in high-power transistors has been at-
tributed to high fields in the vicinity of the collector metallization
during high-current low-voltage operation, i.e., when the device is
operating under severely base-widened conditions. Our purpose here is
to analytically characterize the high-electric-field region in the col-
lector under such conditions.

5.2.1 Constant Mobility

It is evident from Fig. 4 that as the current increases at fixed Vg,
the ohmic region shrinks. For J < 20 A/cm?, the ohmic region is sig-
nificant in that a major portion of V.g is dropped across it. For J
= A/cm?, two physical effects become evident. First, the electric field
becomes very large in the region of the collector; second, most of Vg
is dropped in the high-field region to the right of the effective base
(denoted by a small circle). It is this high-field region that is con-
sidered below.
In the high-field region, Eqs. [46] and [47] apply, resulting in

—27

|E| = (x —2,) + E(x,). [72]

€ftn
From Fig. 4 we note that as J increases beyond 100 A/cm?, the effect of
E(x,) on E in the high-field region diminishes. Therefore, it will be
assumed that E (z,) =0, resulting in

—2J
(x_‘xl)llt‘,- [73]

|E| =
€fln
Because almost all of V5 appears across the high-field region, we can

write
L
Vg ~ / |E| de,
s
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or

—

8 J
Vep= | ——[L—=]3" (74]

9 e,

The technique of finding E (x) for a given operating condition is based
on Eqs. [73] and [74] as follows. Given Vg and J, 2, is found from
Eq. [74]. With z; and J known, Eq. [73] is used to find E (x).

(a) Analytical Results

Comparisons of E(x) obtained using Eqgs. [73] and [74] with the com-
puter results in Fig. 4 are shown in Fig. 9 for J = 100, 250, and 1000
A/cm?, respectively. Vogp = 4 volts was used in each case and a constant
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Fig. 9—Electric field versus position under severe base widening, analytical
and computer results at J = 100, 250, and 1000 A/cm?2.
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mobility of 1000 was assumed. Fig. 9 represents an expanded version
of the high-field region of Fig. 4. It is evident that as J is increased,
the accuracy is improved. The approximations used, namely, the negli-
gible effect of E (x;) on the high-field region and Vep being mainly
taken up by the high-field region, are thereby verified. These conditions
necessitate agreement between analytical and computer results for any
velocity-field characteristic, assuming such a characteristic does not sig-
nificantly alter the general features of the field profile upon which this
method is based.

(b) Constraints

In the derivation of Eqs. [73] and [74], it is assumed, in addition to
the normal regional approximations, that the background concentration,
N, can be neglected in Poisson’s equation (see Eq. [45]). It is re-
quired, therefore, that the minimum density, n,,,, satisfy the condition

fpin > N, [75]

Eq. [46] requires that the minimum density occur at = = L, the location
of the maximum field. By use of Eqs. [46], [73], and [74], we can
write the condition [75]

3e3N 3,2V \ 12
> (——) . (761

€

For the device under study (N,= 6.5 X 1013) operating at Ver =4
volts, Eq. [76] yields |J| > 115 A/cm2. For |J| = 250 and 1000 A/cm?,
the values of 7, =1.1 X 1014 and 2.76 X 1014, respectively, indicate
satisfaction of the constraint given in Eq. [75]. Note that the error
in the analytical approach is rather small even at 100 A/cm2, because
the electron density is greater than the background through most of the
region of interest. Thus, the constraint given by Eq. [75] is more
stringent than necessary and implies that the solution is certainly good.
If Eq. [75] is not satisfied, a more accurate analysis is required.

5.2.2 Field-Dependent Mobility

This situation is analyzed using a “piecewise” linear approximation to
the velocity-field characteristic. In this work, the following approxima-
tion is used for electrons in silicon:

region I, x; S x < 2,

1)=p.hE
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where u, = 1000 cm2/V-sec and E(x;) = E, = 3000 V/cm;
region II, z, < z < o

v=(pp— ) Ey +
where pu, = 455 cm?2/V-sec and E(x;) = E; = 14,500 V/cm:
region III, 2, <z < L

v =, = 8.24 X 10% cm/sec.

In region I, the solution is identical to that in the constant mobility
case; thus,

—_——

—2J
|E| =\/ (x — )12 [77]

€y

Th
8 J B3
V= Fdr= |—— (z,—x))¥2= .
9 (3158 3J
o

and

[78]
In region II, Poisson’s equation becomes
e dE J J
—_—— == [79]
e dr  env  e[(uy— ) E) + 1E]
Defining v, = (g, — ) E;, and integrating yields [80]
e J
—(E2—E}®) +v,(E—E)) =—(x—x,). [81]
2 €

The voltage across region II is found by substituting dx = dV/E into
Eq. [79], resulting in

€V, €[hy
Vo=— (B2 — E2) + — (Ef — E,?). [82]
2J 3J

Region III is characterized by

J = env,. [83]
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Poisson’s equation is given by

e dE J
D [84]
e dr ev,
or
J
E=E,+— (x—1x). [85]
€V,
hence,
J
Vo=E (L —2) +— (L—x;)? [86]
2v,¢

Since the tota! voltage drop (Vop=V,+ Vo+ V3) and V, and V,, as
specified by Eqs. [78] and [80], is given in terms of known quantities,
Vg may be computed. If the sum of V, and V., is less than V¢g, Vs is
positive and Eq. [86] can be used to find ;. Eq. [81] evaluated at z;
yields the boundary z,; z, can then be determined from Eq. [78]. With
specification of the boundaries completed, the fields can be calculated in
each region. If the sum of V, and V, is greater than Vg, region 111
does not exist. Under this condition Eqs. [81] and [82] are rewritten

J

M

—(E12—E;2) +v,(E, — E}) =— (L —x) [87]

2 €
€, €My

Vo= — (E;2—E2) +— (B} — E®). [88]
2J 3J

Because there are only two regions,
Vo=Veg— Vy. [89]

Eq. [88] can be solved for E,, allowing z, to be calculated from Eq.
[87]. Should Eq. [89] yield V, <0, there is only one region, and the
problem reduces to the case of constant mobility. It should be obvious
that the number of regions and the position of the boundaries are
functions of the operating point, ie., J, Vgg. Fig. 10 indicates the
effect of inclusion of field-dependent mobility for the device previously
analyzed.

A constraint similar to that given for the constant-mobility case
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must be considered. Because
J = qnv, [90]

the maximum velocity must be determined from the field solution and
the v-versus-E characteristic and requires that

Mmin > Ny, [91]

resulting in

J > qnyVmax. [92]
76.2
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Fig. 10—Electric field versus position; effect of field dependent mobility at
|J| =100, 250, and 1000 A/em?2.
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As in the constant-mobility case, this constraint is more stringent than
necessary; in some cases, a closer look may result in an easing of the
constraint.

6. Conclusions

This paper has shown how the regional approximation technique is used
for the development of transistor models. The key to the success of
this technique is the interaction of physics and mathematics; the
physics is used as a guide to the mathematical approximations. A
linearized version of the Linvill lumped model was developed in Section
3. This model is highly useful to both circuit and device designers.
The model parameters are simply found from the charge distributions
discussed in Sections 2 and 3. Model development using the regional
approximation scheme allows for adjustment of the complexity of the
model. Section 4 showed how a single region can adequately predict
device performance under extreme base-widening conditions.

The success of a device model is judged largely by its capability to
represent physical reality with minimum mathematical complexity. As
has been shown, such a combination is feasible.
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Small-Signal Theory of a Transit-Time-Negative-
Resistance Device Utilizing Injection from a
Schottky Barrier

K. P. Weller
RCA Laboratories, Princeton, N. J.

Abstract—A punch-through negative-resistance semiconductor device that uti-
izes injection from a Schottky barrier and transit delay in a veloc-
ity-saturated drift zone is described. A small-signal theory for the
microwave impedance of this device is derived, and the result is used
to predict the parameters required for optimum operation at a given
frequency. The theory is applied to a device incorporating the PtSi-
on-silicon Schottky barrier to evaluate the high-frequency operation.
The desired barrier properties for microwave and millimeter-wave
operation are discussed briefly.

Introduction

A semiconductor diode in which charge carriers injected or generated
near one contact drift at saturated velocity to the other collector
contact will usually exhibit a negative resistance over some frequency
range. The best known device of this type is the avalenche diode
proposed by Read.! More recently another transit-time device based
on carrier injection from a p-n junction into a depleted drift zone was
proposed.? This device is biased so the depletion region punches
through the drift zone to the injecting junction during a portion of
the rf voltage swing. Only during this portion of each cycle are
carriers injected into the drift zone. Fabrication of this device requires
a rather complex triple epitaxial layer structure to ensure that the
injected carriers travel at saturated velocity through most of the
drift zone.
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Recently, Coleman and Sze have reported that a similar punch-
through device, using a Schottky barrier rather than a p-n junction,
was fabricated and oscillated in the 4-6 GHz region.®* The operation
of such a device is the subject of this paper. The device, shown in
Fig. 1(a), consists of an n-type semiconductor layer of width W sand-
wiched between two Schottky-barrier contacts. Other versions of the

scHoTTkY 4° . :’_YPE SCHOTTKY
BARRIER = BARRIER
METAL SEMICONDUCTOR TETA
4+x.

(o) DEVICE STRUCTURE

(c} BIASED TO PUNCHTHROUGH

Fig. 1—Device configuration and energy-band diagrams for one version of
the Schottky-barrier injection transit time diode.

device are possible. For example, the Schottky barrier on the right
could be replaced by a n-p+ barrier. This junction is used solely to
deplete the drift zone of carriers and permit a high electric field to
exist near the forward-biased Schottky-barrier interface on the left.
The Schottky barrier on the left should not be replaced by a p-n junc-
tion, since it is desirable to have a contact that provides limited current
injection even under large forward bias. A complementary structure
utilizing electron injection from the metal is also conceivable by pro-
viding a Schottky-barrier metal with a sufficiently large barrier poten-
tial ¢p, for holes. The analysis presented here relates to the structure
of Fig. 1, but the results are applicable to the other versions with little
modification.
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A simplified energy-band diagram of the device is shown in Fig. 1(b).
The bending of the conduction-band edge E, and valence-band edge E,
resulting from the metal-semiconductor contact potential are shown
when no bias is applied to the diode. The Fermi level E is a constant
since the system is in thermal equilibrium. Applying a bias V, shifts
the relative position of the Fermi level in the two metal contacts as
shown in Fig. 1(¢). For a sufficiently large bias, the semiconductor
layer is depleted of majority carriers. The large potential barrier of
the reverse-biased contact on the right prevents the flow of majority
carriers from the semiconductor to the forward-biased contact on the
left. But a significant current density can result from injection into
the semiconductor at the forward-biased contact, as illustrated in
Fig. 1(c), since the barrier potential is relatively low.

There are two possible bias regions in which this current density
will be strongly modulated by an applied rf voltage. These two regions
are more clearly discussed in terms of the electric field &, at the left
metal-semiconductor interface. When the semiconductor layer is com-
pletely depleted of carriers, this field is related to the applied voltage by

Vi @qNpW
Sp=—"-— , (1]
w 2¢

where ¢ is the static dielectric constant, N, is the donor density, and
q is the electronic charge. One of these bias regions lies between the
voltage required for complete depletion of the n-layer and the voltage
for &, =0 (where V, = qN,W2/2¢). In this region, the electric field
near the left interface is negative. The effective potential barrier that
holes in the metal must overcome to enter the semiconductor is
$py + ¢55%/(2qNp). As the voltage V, is increased, |§,| decreases,
thereby lowering the effective barrier potential and enhancing the cur-
rent. The second and higher bias region requires that &,>>0. In this
region, the actual barrier potential ¢p, is a function of field. The
mechanisms involved in this mode of operation are discussed in more
detail later. Because of the uncertainty in the semiconductor layer
width, it is not possible to determine from Coleman and Sze’s® published
data the bias region in which their devices oscillated.

Operation in the lower bias region suffers from the same disad-
vantage as the earlier p-n junction device proposed by Ruegg? The
electric field in the drift zone of the semiconductor is very low adjacent
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to the injecting contact. The carriers do not travel at saturated velocity
in this low-field region, but at a field-dependent velocity. Although this
mode of operation will result in a negative resistance at the proper
frequency, the ultimate high-frequency performance is expected to be
poorer than that for operation in the higher bias region. In addition,
the analysis is complicated by the existence of a region of field-
dependent velocity in the drift zone. The analysis to follow will there-
fore concentrate on the higher-bias mode of operation, which assumes
V. > gNpW2/2¢. For this mode of operation, it is desirable to make the
semiconductor layer as near intrinsic as possible to reduce the applied
voltage required.
The injected current density for &, > 0 can be expressed as*

{ Q¢Bp}
J,=A**T2exp< — , [2]
kT

where A** is the effective Richardson constant, 7' is the junction
temperature, and k is Boltzmann’s constant. In the analysis it is
assumed that A** is not a function of the electric field &,, but that
the barrier height ¢5, is. For simplicity, only the image-force barrier-
lowering mechanism, or Schottky effect, will be included in the analysis.
The modifications required to include other barrier-lowering mechan-
isms will be discussed briefly following the analysis. The barrier height
can be expressed as

b5y = Ppo — A [3]

where ¢p, is the barrier height when &, =0 and

Ad = Vq&Ep/dme.

The dielectric constant ¢ of the semiconductor is rather vaguely defined
in this expression, but experimental results indicate that using the
statiec value is appropriate.®

The expression for injected current at the left-hand side of the
drift zone is now used to derive the small-signal impedance of the diode.
The procedure used is similar to that of Gilden and Hines for the Read
avalanche diode.! This analysis relies on the fact that the total ac
Eurrent density .71, which is the sum of displacement-current density
J4(x) and ac conduction-current density jc(x), is independent of posi-
tion x. The injected ac current density can be expressed as a complex

RCA Review e Vol. 32 ¢ September 1971 375



fraction of the total ac current density as follows

Jb=MJT. [4]

Assuming the drift velocity v, is saturated, the ac conduction current
density at any position z in the drift zone is

N ( ij |
J (x) = MJ,exp { -—3, [5]
Va J

where o is the angular frequency. The total ac current density is then
Jp =T (x) + jued(x). (6]

Rearranging Eq. [6] yields an expression for the ac field §(x) at any
point in the drift zone

N Jr[ [ jox)~
S@)=—| 1—Mexp{ ——=¢|. [7]
jwe 'Ud

If the small-signal assumption is made that the ac field é,, is much
small than the dc field &,, at the forward-biased contact, Eq. [2] can
be separated into ac and dec components. The result is

Jo=Jyo + T,

where
q [ 4610 \ )
Joo= A" T?exp{ ——| épo— _| T (8]
T N dne /|
and
aJ 0 'I a
okT \ 4reSpy

Combining the expression for f,, with Eqgs. [4] and [6] evaluated at
2 = 0 leads to the expression

1
M T ' [9]
w
144

wy
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where

q g\ Yo
wp = —_— .
2kTe N 4me/ V Ewo

Substituting this equation into Eq. [7] and integrating over the length
of the drift zone W gives

JoW 1

V= 1-— 1—e—it [10]
jwe o{ —
147 — 760

Wy

for the ac voltage. Here we have defined the transit angle § = oW/%,.
Finally, the ac impedance Z, separated into real and imaginary parts, is

w
1 —cos @+ —sinb

.1 oy
Z=—

(DC w 2
O]
@y

w
sind —— (1 —cos 8)
1 oy

SEERIE

where C = eA/W is the capacitance of a diode of area A in the absence
conduction current. It is clear from examination of the real part of Z
that the requirement on transit angle for obtaining negative re-
sistance is

2r(n+ )<< (n+1) 27,n=0,1,2,... [12]

For a given transit angle in this range, the resistance is negative only
when the operating frequency exceeds some minimum value which is
dependent on 8 and o,.
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Discussion

The real part of Z can be made negative for any value of the ratio
w/w, greater than zero through the choice of an appropriate transit
angle. However, the magnitude of the negative resistance becomes
small for w/w, < 1. This is illustrated in Fig. 2 where the real part

Q.08

0.06[

004

002

REAL PART OF Z IN UNITS OF (I/wC)

(o]

-0.02—

-0.04

oE ol =t ol =
80 210 240 270 300 330 360
TRANSIT ANGLE(deg)

-0.061_
[

Fig. 2—Small-signal negative resistance as a function of transit angle.

of Z normalized to 1/uC is plotted as a function of § for several values
of w/w,. As /w0, decreases, the range of 6 over which negative re-
sistance occurs becomes smaller. Simultaneous optimization of the real
part of Z with respect to w/w, and 6 results in an optimum transit
angle of approximately 292°. The real and imaginary parts of Z are
plotted as a function of w/w, for this value of § in Fig. 3. The optimum
negative real part is obtained for w/w, = 1.88. For these conditions, the
negative @ of the diode (defined as the angular frequency times the
ratio of average stored energy to average energy generated per unit
time) is approximately 22.5.

The negative @ of this device is generally much larger in magnitude
than can be obtained with avalanche diodes, and higher @ circuits are
required to obtain a self-sustaining oscillation. The efficiency of the
device as an oscillator or amplifier is expected to be lower than that of
the avalanche diode. However, carrier injection is expected to be a
much quieter process than avalanche generation. Therefore the device
has potential as a low-noise low-power oscillator or amplifier.

As a practical example, the analysis is applied to the platinum-
silicide on n-type silicon Schottky-barrier contact. The relevant para-
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Table 1—Parameters of the PtSi-Si Schottky Barrier.'

SMALL-SIGNAL THEORY

Parameter

Value

A** for holes
g#so for holes

32 Acm—2°K-?
0.25eV

€ 12 e

meters are listed in Table 1. The effect of the Schottky-barrier
properties on the diode performance is contained in the “injection
frequency” w,, which is proportional to Jyo/V&vo- In Fig. 4, Juo is
plotted as a function of V &po for several values of junction tempera-
ture T for the PtSi-Si barrier. At this point, only the solid curves are
relevant. The value of field &, is limited to between 104 and 4 X 103
V/em. The field must be greater than 10¢ V/em to ensure that the
injected holes travel at saturated velocity through the drift zone. If
the hole velocity is not saturated, the ac field in the drift zone will
modulate the carrier velocity, thereby affecting the phase relationship
between the voltage and current. When the field exceeds a few times
105 V/cm, avalanche breakdown in the drift zone will oceur.

In Fig. 5, the Schottky-barrier injection frequency f, = w,/2n is
plotted as a function of \/&,, for several values of T. As discussed
previously, the device should operate with optimum performance at a

0.05 T T T
~ | TRANSIT ANGLE = 292° ]
3 s
=004 7-{ q120¢
5 N NEGATIVE 2
P 1\l REAL PaRT REAL PART £
2 - =3
= 0.03 l LIS Z
2 z
S 5
W l o
Sooz2f 110 =
g | Z
a
g | N NEGATIVE z
IMAGINARY PART
&’Q(N | \\ - I.O.’:‘zx
w | ~ <
« h Q
——
O -
o 1 L 1 1 1.00
o] 4 8 0
w/wp

Fig. 3—Real and imaginary part of 7 as a function of @/w, for a transit
angle of 292°.
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Fig. 4—DC injected current density as a function of the square root of
the dc electric field at the interface for PtSi barrier.
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Fig. 5—PtSi Schottky-barrier injection frequency (w./27) as a function
the square root of the dc electric field at the interface.
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frequency of about two times f,. The solid curves in Fig. 5 indicate
that, for high-frequency operation, the diode may operate best at
elevated temperature. The image-force barrier lowering is not great
enough for the junction field to have a strong effect on fe.

There is good experimental evidence that the actual barrier lowering
is somewhat larger than predicted by the Schottky effect. Several
mechanisms have been proposed, including electric field penetration into
the barrier metal,” the dependence of the level of occupation of semi-
conductor surface states on &, penetration of surface-state charge
into the semiconductor,’ and a field dependence of barrier height pre-
dicted by an analysis of the equilibrium bound-charge distribution near
the metal-semiconductor interface.’® The relative importance of each
mechanism is dependent on the surface condition of the semiconductor
prior to formation of the Schottky barrier and the reaction that takes
place between the metal and semiconductor. The density and distribu-
tion of surface states and the thickness of an insulating layer between
the metal and semiconductor play a role in determining the field de-
pendence of the barrier height. Regardless of the physical origin, the
additional barrier lowering can be approximated as a linear function of
&, Mmaking the total barrier lowering

aby
Ad = [—- + aby, [13]
4d7e

where « is a proportionality constant that must be experimentally
determined. The small-signal theory parameters are then modified as
follows:

q [ q
@y = —— .I'4'+0‘ Jro [14]
kTE \I 16‘"’6(8,,0

q a&ro
Jyo = A*T2expq —— | ¢po— —a&po [15]
kT 47e

This modification can have a dramatic effect on the curves of Figs. 4
and 5. Values of « measured on silicon Schottky barriers range from
15 to 35 A."° The value for « for PtSi on p-type silicon has not been
measured, but, for the purpose of illustration, a value of 10 A was
assumed and the curves of J,, and f, at T =300°K plotted. These
curves (dashed lines in Figs. 4 and 5) indicate that the existence of
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even a small linear dependence of barrier height on electric field will
make room-temperature operation at microwave frequencies possible.
If the value of a is as great as 20 A (the experimental value obtained
for RhSi on p-type silicon), operation through the millimeter wave
range to 100 GHz is possible. Alternatively, use of a metal-semicon-
ductor junction with a barrier potential that is slightly smaller than
¢y in the PtSi-Si system will make very high-frequency operation
feasible.
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GaN Electroluminescent Diodes

J. . Pankove, E. A. Miller, and J. E. Berkeyheiser
RCA Laboratories, Princeton, N. J.

Abstract—GaN diodes of the i-n (insulating-to-n-type) variety have been made
by Zn doping. These exhibit green dc electroluminescence at room
temperature. The radiated output is proportional to the input power;
the external power efficiency is 10~4; an external quantum efficiency
of 10~ 2 has been obtained. The response time of several microseconds
is limited mostly by the RC time constant of the structure. Photovoltaic
measurements indicate a barrier height of about 1.6 eV at the I-n
transition.

Introduction

Insulating GaN can be obtained by growing the material by the vapor-
phase technique' in the presence of Zn vapor. We have recently
reported electroluminescence in insulating GaN to which connections
were made by point-contact electrodes.? The emission had a relatively
low efficiency and occurred at many microscopic spots correlated with
grain boundaries.

The present paper deals with the observation of more efficient
electroluminescence over an extended area. The luminescence was ob-
tained at the i-n transition between a 20-um n-type layer and a 2.4-um
insulating layer, both grown by vapor transport. Hall measurements
indicate an electron concentration of 1 X 1018 em—3 and a mobility of
240 cm2/Vsec in the n-type layer. Properties of i-n transitions in GaN,
other than electroluminescence will also be described.

Electrical Characteristics

The presence of the insulating layer was detected by probing the
surface with a point contact. When the cleaved side of the crystal was
probed, the highly conducting region was found. The wafer was cut
ultrasonically into about 1-mm-diameter disks. Indium contacts were
made to the exposed edge of the n-type GaN with a peripheral ring
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electrode and also to the center of the insulating layer. Rectification
characteristics could be obtained. Although these varied from sample
to sample, Fig. 1 shows a typical (V) dependence. The I(V) character-
istic, with the insulating layer positive with respect to the n-type layer,
usually exhibits a quadratic dependence I < V2.

The capacitance of a 10—3 em?2 indium dot is 8 X 10—2 F. From
these values, one deduces that the thickness of the insulating layer
is 2.4 pm.

3F /o

1 L1 N
10 15 202530 405060 80
vV (VOLTS)

1

Fig. 1—IV characteristics of i-n diodes.

Emission Spectra

The photoluminescence spectra of the Zn-doped GaN peaked at about
2.8 eV at 78°K (the usual transition to Zn centers) with a weak
near-gap contribution at 3.45 eV (Fig. 2). As the sSpecimen was
warmed up to 242°K, a new peak appeared at 2.5 eV; at room tempera-
ture, this peak is dominant and positioned at about 2.47 eV. The
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20 25 4, (eV)

Fig. 2—Photoluminescence spectra at various temperatures for region of
main interest. The low energy edge cutoff below 2.3 eV due to the
photomultiplier response.

material is very nonuniform, however, and other spectra could be found
at various locations on this wafer (see, for example, Fig. 3). Similar
observations of nonuniformity were later found by electroluminescence.

Electroluminescence was obtained under the contact to the insulating
layer. In some units, blue-violet light was emitted, and in others, green
light. Broad peaks at 2.8, 2.4, 2.1, 1.8 and 1.5 eV could be found with
“forward” bias (positive on the indium dot). With “reverse” bias
(negative at indium dot), only small bluish microplasmas could be seen
—and sometimes incandescence. The brightest and most uniform emis-
sion was the green emission (see Fig. 4). The green light appeared
uniformly under the indium dot of two diodes and under part of the
dot of several other diodes.

1 1 1 | 1
.5 20 25 30 35
hv (ev)

Fig. 3—Photoluminescence spectra at 300°K of another region of same
crystal as used in Fig. 1.
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Fig. 4—Electroluminescent spectra at room temperature for three different
currents through the i-n transition.

Conversion Efficiency

The emission intensity increased approximately as the 3/2 power of
the current and linearly with the power input, up to burn-out at 270 mw
(Fig. 5). Note that the proportionality of light output to 3/2 power
of current is consistent with the quadratic 7(V) characteristic and the
linear dependence of light on input power (P, =1 X V =1 X I'/2)_, The
maximum input power density (> 100 W/cm?2 pulsed) could not be
determined because the current distribution is believed to be non-

Hua)
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LI ll‘l]’

T

| Lt o1l 111 oratgl t o1l PR
I 10 100
POWER INPUT (mW)

Fig. 6—Dependence of light intensity on current and on input power.
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uniform. The c¢w luminescence efficiency was determined from a
measurement of the emitted power using a calibrated selenium detector
that collected almost all the light emitted from one side of the diode.
It was assumed that only one half of the radiation was collected by the
detector. The power efficiency was then about 10—4, and the quantum
efficiency was about 3.5 X 10—3 at 35 pA and over 10—2 at 1 mA.

Temperature Dependence

One diode was immersed in parafin oil, which is transparent between
3500 A and 1.2 um. The emission of the diode was measured with a
45-volt forward bias at various temperatures up to 150°C. The emission
of the green peak shifted to lower energies by about 40 meV (less than
the ~70 meV expected from the temperature dependence of the energy
gap®). Since the current increased with temperature while the emission
output remained nearly constant, it can be concluded that the emission
efficiency decreased with increasing temperature.

T T T
101l

R(&)

¥

] 1 L 1 ] L 1
2.0 22 24 2.6 q 2.8 3.0 32 34
101

Fig. 6—Temperature dependence of diode internal resistance.

During the above experiment, it was convenient to measure the
I(V) characteristic of the diode and to determine its approximate in-
ternal resistance from the slope of the I(V) curve at the highest cur-
rent. This data plotted against 1/T (Fig. 6) indicates a thermal
activation energy of 0.13 eV for transport in the insulating layer
above 315°K.

Photovoltaic Properties

Since basically the diode consists of two differently doped regions, it
was interesting to explore the photovoltaic properties of the i-n transi-
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Fig. 7—Photovoltaic spectrum of i-n transition illuminated through n-region.

tion. The photovoltaic spectrum peaks at 3.30 eV (Fig. 7). The abrupt
cutoff at the higher energy edge of the photovoltaic spectrum is deter-
mined by absorption in the n-type layer—this indicates that the hole
diffusion length is much shorter than 2 X 10—3 cm. The low-energy
edge tails down exponentially as exp (hv/0.076 eV). The diode was then
illuminated with an Xe lamp filtered to transmit only UV radiation (no

T T T T T T T T T T TV T -vmm
LS

PHOTOVOLTAGE( V)

[FUETTI S Y M W Y R T I3
[ 10 02 103 0% 103
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Fig. 8—Dependence of photovoltage on light intensity.
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photovoltage is obtained below 2.6 eV). The intensity of illumination
was varied by changing the lamp-to-diode distance, by inserting neutral-
density filters, or by focusing the radiation. The intensity of the
incident radiation was checked with a selenium detector. The cor-
responding response is shown in Fig. 8, which indicates that the photo-
voltage tends to saturate beyond about 1.6 eV.

The saturation of the open-circuit photovoltage is a measure of the
barrier height, &, at the i-n transition (Fig. 9) : the maximum photo-
voltage is obtained when the bands have been flattened. The polarity

cB

______ __EF

rITTI7"
ACCEPTORS
L Ld oLl

vB

Fig. 9—Band structure at i-n transition.

of the photovoltage is positive at the indium dot, in accord with the
present model. The i-n transition was scanned with a light spot from
a Zr arc lamp focused to a diameter of less than 20 um. There was no
substantial change in the photovoltage over the cntire area of the i-n
transition even outside the In dot. This result confirms that we are
dealing with a thin insulating layer extending over the whole surface
of the crystal rather than with a barrier under the indium dot, such
as a Schottky barrier.

Trapping Effects

When a positive (“forward”) bias is applied to the i-region of Fig. 9,
the barrier to electrons at the i-n transition is retained, as shown in
Fig. 10; now, however, there appears also a trap for holes. When holes
are trapped at this narrow interfacial layer, their space charge lowers
the barrier and allows more electrons to flow from the n-layer to the
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indium dot contact (much as at the floating base of an n-p-n transistor).
With a negative (“reverse”) bias across the i-n transition, only the
saturation current can flow. Illuminating the diode with 3.3 eV light
generates electron-hole pairs at the i-n transition. With a reverse bias
of 60 V, the saturation current is increased by a photocurrent of
1.6 uA; but with a 60-V forward bias, the optically excited holes that
are trapped at the interface amplify the photocurrent to 2.8 pA. The
spectral dependence of the photocurrent had the same shape for both
polarities of bias (identical threshold), indicating that the mechanism
of optical generation of carriers with an optical bias is due to the
photoconductivity in the high-field region of the insulating layer, rather
than to injection at the In contact.

Fig. 10—Band structure of i-n transition with positive bias on i-region.

The presence of traps is often manifested by slow rise and decay
times for pulsed luminescence. In the present case, the insulating layer
has an inherent RC time constant that is independent of trapping effects
and that may dominate the measured response. It is evident from the
model of Fig. 10, however, that trapping will occur only during forward
bias, whereas a reverse bias will empty the traps. (Note that a
sufficiently large reverse bias will cause breakdown luminescence.) A
close examination of Fig. 11 reveals that forward-bias electrolumines-
cence has slower rise and decay times than the RC-controlled reverse-
bias luminescence. The decay of forward-bias luminescence was fol-
lowed by expanding the scale of the displayed light intensity. The
resulting data, plotted in Fig. 12, shows that after an initial decay with
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Fig. 11—Time dependence of pulsed luminescence with forward and reverse
bias applied across the i-n transition.

a 2.4-psec time constant, the luminescence continues to decay with a
14-usec time constant. The shorter time constant compares with the RC
value of 4.5-usec obtained from the above measurements of resistance
and capacitance.

TTTTT
141111

t 0 asral

LIGHT INTENSITY(ARBITRARY UNITS}

T
J gl

| 1 | ] 1
o [+ 20 30 40 50
tius)

Fig. 12—Time dependence of luminescence decay after ‘“forward” polar-
ization.
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Tentative Model

From the data obtained thus far, it is possible to construct a tentative
model for the distribution of states in the i-n diode as shown in Fig. 9.
The energy gap of GaN is 3.5 eV. In the n-type region, the Fermi level
is slightly above the conduction band edge (we have observed no carrier
freeze-out at low temperature in n-type GaN). The major emission
band at 2.37 eV would be due to transitions terminating at Zn acceptor
levels (or other centers associated with zinc impurities) about 1.1 eV
above the valence-band edge. However, the low-temperature emission
spectra peaking at 2.85 eV suggest that the Zn acceptors (and asso-
ciated centers) extend from about 0.7 eV above the valence band, thus
forming an acceptor band at least 0.4 eV wide. The response time of
electroluminescence seems limited mostly by the RC time constant of
the device.

Conclusion

GaN shows promise as a suitable material for a blue or green electro-
luminescent lamp. It is relatively easy to fabricate; the electrodes can
be shaped into useful configurations, such as for alphanumeric displays.
If ever p-type conducting GaN is obtained, it should be possible to make
GaN injection lasers, since lasing in the n-type material has already
been obtained by optical pumping.*
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Mode Guiding In Symmetrical (AlGa)As-GaAs
Heterojunction Lasers With Very Narrow
Active Regions

H. Kressel, J. K. Butler,* F. Z. Hawrylo, H. F. Lockwood,
and M. Ettenberg

RCA Laboratories, Princeton, N. J.

Abstract—A theoretical and experimental study is presented of double hetero-
junction laser diodes in which the recombination region is so narrow
that only the center of the wave is confined to the region of inverted
population. Good agreement is demonstrated between theory and ex-
periment based on a three-region-waveguide model. By use of a
highly doped and closely compensated active region and small bandgap
discontinuities at the heterojunctions, laser diodes have been made
with very low room-temperature threshold and normal beam divergence.

Introduction

The refractive index discontinuities at (AlGa) As-GaAs heterojunctions
improve mode guiding in the p-n junction region of laser diodes, which
contributes to their greatly increased room temperature efficiency.”
Previous papers have dealt with the near- and far-field emission pat-
terns of diodes incorporating either one® or two heterojunctions®®
confining the radiation to an active region with a thickness of about
1 pm or more. The present paper extends the previous work to diodes
where the active “waveguide” region is a small fraction of a micro-
meter thick. Here only the center of the wavefront is within the narrow
recombination region, and a significant fraction of the electric field
intensity propagates in the lower-refractive-index passive material
adjoining the active region. Good agreement is demonstrated between
simple waveguide theory and experiment. Of technological interest is

* Presently at Electronic Sciences Center, Southern Methodist Uni-
versity, Dallas, Texas 756222
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the fact that the lasers described here combine the features of very
low threshold, high efficiency, and relatively narrow beam. The present
work was suggested by the theoretical modeling of the laser cavity as a
three-slab structure of sufficient simplicity’* to permit detailed calcula-
tion of the performance but enough complexity to describe subtle
variations in the processing. This paper describes a study of the effect
of the material parameters and the optimization of the device for good
threshold and normal beam width.

»d«w
n P P
® (@ ®
(AsGa) As GaAs{ (AlGo) As

10,

-EXPERIMENT

\
\ CALCULATEQ
An=005

NEAR -FIELD INTENSITY

= 05
OISTANCE (um)

Fig. 1-—Schematic of the basic heterojunction configuration showing the
theoretically calculated and experimentally observed near-field in-
tensity distribution. The experimental intensity distribution was
determined from a densitometer trace. The calculated intensity
distribution is based on a refractive index discontinuity An = 0.05
at the (AlGa)As-GaAs heterojunction interfaces.

Device Description

The diodes were fabricated by liquid-phase epitaxial growth in a
multi-bin apparatus, originally described by Nelson,® in which a GaAs
wafer is pushed sequentially into adjacent bins containing appropriate
melts, while the furnace is slowly cooled from ~880°C.

A schematic of the diode structure studied here is shown in Fig. 1
(top). The thin GaAs recombination (active) region 2 (d = 0.25 um
in the case shown) is closely compensated with Si and Zn to a total
concentration of ~10' cm—3 and a hole concentration of 2-5 x 1017
ecm—3 as determined from capacitance-voltage measurements. The
difference in the bandgap energy between region 2 and the adjoining
regions 1 and 3 is 0.1-0.15 eV as estimated from photoluminescence
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measurements. The free-carrier concentration in both regions 1 and 3
is approximately 2 X 108 em—3 (doped with Zn and Te, respectively).

Results and Analysis

1. Near- and Far-Field Patterns

The electric field intensity in the near field was determined from
densitometer traces. As shown in Fig. 1, the electric field intensity
extends significantly beyond the borders of the very narrow recombina-
tion region 2 in which the p+-p potential barrier helps to confine the
carriers.”” Above threshold the field intensity is symmetrically dis-
tributed about region 2 (Fig. 1), but below threshold the pattern is
broader and less symmetrical, with a “tail” extending into the n side of
the junctions. Owing to some uncertainty in focusing of the near-field
image, the densitometer trace is probably broader than the true electric
field distribution.

The near-field intensity distribution shown in Fig. 1 is theoretically
consistent with a symmetrical three-region-waveguide model in which
the recombination region, of width d, is too narrow to fully confine the
TE wave. It is known that guided wave propagation is theoretically
impossible below a critical d value in an asymmetrical waveguide,
but that this restriction is not present in a symmetrical dielectric
structure.*®

Based on a bandgap energy discontinuity AE, = 0.1-0.15 eV, a re-
fractive index discontinuity An = 0.05 is a reasonable estimate.! Fig. 1
shows a calculated plot of the electric field intensity in the junction
vicinity with An = 0.05 and d = 0.25 um and assuming an abrupt inter-
face. The extent of the calculated field distribution is somewhat smaller
than the experimental densitometer trace, which may be due to the
focusing uncertainty mentioned earlier.

A more reliable comparison of waveguide theory and experiment is
obtained by comparing the far-field emission pattern where the experi-
mental measurements are morc precise. The far-field emission pattern
of the same laser is shown in Fig. 2. The electric field is strongly
polarized parallel to the junction (TE wave). A single peak is seen in
the direction perpendicular to the plane of the junction with a half-
intensity width 6, = 21°. This value is similar to that seen in typical
single heterojunction “close-confined” (SH-CC) lasers operating in the
fundamental transverse cavity mode.! However, the 300°K threshold
current density of the present lasers is much lower than that of
state-of-the-art SH-CC lasers (8000-10,000 A/cm?)."" Fig. 2 shows the
satisfactory agreement of the calculated with the observed far-field
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Fig. 2—Experimental and theoretical far-field intensity distribution in the
direction perpendicular to the junction plane. The theoretical curve
is based on An = 0.05 and d = 0.256 um.

emission pattern using An = 0.05 and d = 0.25 pm. Thus, we conclude
that mode guiding in narrow-active-region lasers can be satisfactorily
explained on the basis of a simple three-region-waveguide model.

The far-field beamwidth 6, decreases with decreasing cavity thick-
ness d for a given refractive index difference An as shown in the
theoretical curve of Fig. 3. For example, with An = 0.05, the calculated
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Fig. 3—Theoretical beamwidth 6, between the half-power points in the

direction perpendicular to the junction plane as a function of the
active region thickness d with &n = 0.05.
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beamwidth 6, = 30° for d = 0.7 um. For this d value, the fundamental
transverse order mode is still favored; for larger d, the calculated
previously.’ The gain coefficient in the lasers described here is linearly
dependent upon the current density, so that

2. Threshold and Efficiency

Threshold current densities as low as 1400 A/cm? and differential
quantum efficiencies of 30-509; were obtained at 300°K with lasers
having 6, ~ 20°. This threshold is comparable to those previously re-
ported for double heterojunction lasers with larger bandgap discon-
tinuities (i.e., stronger radiation confinement)*** and, consequently,
larger beam divergence (>40°).¢

Fig. 4(a) shows the threshold current density Jw as a function of
the facet reflectivities R, and R,, which were varied with SiO films of
appropriate thickness. The reflectivities were calculated as described
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Fig. 4(a) Threshold current density at 300°K as a function of the Fabry-
Perot cavity end loss, (1/L) In (1/R:R;), of a single diode. The
facet reflectivity was varied with SiO coatings of various thickness.
(b) Differential quantum efficiency as a function of the reciprocal
cavity end loss of the same diode described in (a).
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previously.” The gain coefficient in the lasers described here is linearly
dependent upon the current density, so that

1 1 i
Jth == ;+ — ]n [1]
2L R:R,
or
1 1
g, =k 1+ —In—
2La RyR,

where L is the Fabry-Perot cavity length, « = 15 ecm—1, B=21x10"2
em/A, and J, (i.e., the extrapolated value for no end losses) is 750
A/cm2. It was not possible to fit the data by assuming that J,, < gy,'7°
with b > 1, where g, is the gain coefficient at threshold.

As shown in Fig. 3b, the same « of 15 cm—! provides a reasonable
fit to the variation of the differential quantum efficiency 5., of the same
laser as a function of reflectivity using the equation

1
In

R,R,

Next — Mi ——_1— ’ [2]

aL + In

RiR,
with an assumed internal quantum efficiency »; = 0.55.

Because the lasing energy is less than the bandgap energy in the
(AlGa) As regions adjoining the cavity, the radiation is only weakly
absorbed there (mainly by free carriers).

We now consider the dependence of the threshold current density on
the cavity width d. Increasing d increases the fraction of the wave
inside the recombination region, thus increasing the gain at a fixed
density of injected carriers; however, maintaining the density in the
wider recombination region requires a higher current density. Conse-
quently, for a given value of An there is a width d that minimizes J,,.

The gain coefficient at threshold, gy, is plotted in Fig. 5 as a func-
tion of d. The curve was calculated for an absorption coefficient of
15 cm—1! in the (AlGa)As p-region and 7.5 cm~1! in the (AlGa)As
n-region. Also shown in Fig. 4 is the propagation constant of the
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fundamental mode normalized to the free-space wave number k, = 27/A,
(A, is the free-space wavelength). Note that as d decreases, the
propagation constant decreases and approaches the index of refraction
of the outer p- and n-regions. This is because the wave is extending
more into the outer regions. Since these regions are lossy, the gain at
threshold has to be increased as d is narrowed. In the limiting case, we
find that as d — 0,

a, + a,
(3]

Iw—>ap+—m,
8nAnk,2d?
where @, and a, are the free-carrier absorption coefficients in the p- and
n- (AlGa) As regions, respectively; n = 3.6 and «, is the free-carrier
absorption coefficient of the active region.
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Fig. 5—The threshold gain coefficient, g, for an infinite-length cavity and
normalized propagation constant plotted as a function of a cavity
width. The index discontinuity was held constant (An = 0.055) for
all ealculations. The absorption coefficient values in the p- and n-
(AlGa) As regions adjoining the active region were 15 em—1 and
7.5 em—1, respectively.
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As d approaches zero, g,;, tends to infinity as d—2. If we assume that
Jo < dgyy, then Jy,, — d—1 in the limit of d small. On the other hand,
for d large, gy, — ay,; and hence, Jy, < day,. Fig. 6 shows the normal-
ized threshold current density plotted as a function of d. We have

o
]

THRESHOLD CURRENT RATIO J"./\)o
o
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|
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d-CAVITY WIDTH (um)

Fig. 6—The threshold current density J. plotted as a function of the active
region width d where we have normalized Ju to the threshold
current density J, for d =1 pm with all other internal parameters
held constant. The form of the current density is given as Juw
= Jod (er0 + gwn) / (¢rc + gno) where geno is the threshold gain for
d=1 pm. The quantity g is plotted in Fig. 5.

“assumed that the active region is fully inverted and that only the
fundamental mode is propagating. A value of d = 0.2-0.3 um leads to
the minimum in Jy, with An = 0.05. A smaller d decreases 6§, (Fig. 3),
but at the expense of increased Jy,.

Conclusions

The near- and far-field emission patterns of (AlGa) As-GaAs hetero-
junction laser diodes with guiding regions so narrow that only the
center of the wave is confined to the inverted region are consistent
with the predictions of three-region-waveguide model. It is shown
that with an appropriate combination of doping, of discontinuity in
refractive index, and of thickness of the active layer, heterojunction
lasers can be made that combine low threshold current densities (1400-
2500 A/cm? at room temperature), high differential quantum efficiencies
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(30-50%), and reasonable beam-width perpendicular to the junction
(~20°). This angular divergence is half that of previous double
heterojunction lasers with similar threshold current densities. Devices
of this design are of potential interest in applications requiring low
power output at very high duty cycles. Similar lasers with the junction
very close to a copper heat sink (within ~5 um) have operated continu-
ously at room temperature with a power output of 120 mW and a power
efficiency of ~7%. With improved metallic contacts and heat sink,
higher values are possible.
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Clutter Suppression by Use of Weighted Pulse Trains

T. Murakami and R. S. Johnson
RCA Missile and Surface Radar Division, Moorestown, N.J.

Summary—Use of amplitude weighting of unequally spaced pulses is studied to
determine the improvement in clutter performance that can be obtalned
in a coherent radar. A computer program that gives the optimum
weights and the signal-to-clutter gain as a function of Doppler frequency
has been developed. The effect of thermal noise and limiting have also
been included in the program, which has a capacity of weighting up to
20 pulses. This study has shown the following: (1) With optimally
weighted nonperiodic pulse trains, high clutter attenuation can be ob-
tained over a large Doppler interval. (2) Signal-to-clutter gain obtained
with optimum weighting is substantially greater than that obtained with
binomial weights. (3) Conditions of low signal-to-noise ratio or i-f
limiting restrict the benefits of optimized pulse weighting.

Introduction

Certain aspects of the performance characteristics of MTI (Moving
Target Indication) radar using delay-line cancellers*® to reject the
clutter echoes and pass Doppler-shifted signals from moving targets
are considered here. One advantage of the delay-line canceller type of
clutter-rejection system is that range information is preserved without
the use of range gates, thus making the radar much simpler for
some applications than a range-gate Doppler-filtered system. The
chief limitation of the canceller type of MTI radar in the past has
been the complexity required to achieve the special transfer character-
istics required and the need for nearly perfect adjustment in the
delay lines to obtain near theoretical performance. With the advent of
microelectronics and digital techniques, these difficulties have been

t This paper is extracted from T. Murakami’s Doctoral Thesis for the
University of Pennsylvania (see Ref. [14]).
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alleviated to a large extent, so that the performance of the canceller
type of system can be greatly improved.

The intent of this study is to determine the theoretical clutter
performance of a coherent radar using a particular type of delay-line
cancelling system. In the system considered, the pulses are staggered
in repetition period to avoid target blind speeds and the pulses are
amplitude weighted in an optimum way to achieve high clutter cancel-
lation over the Doppler region of interest. The use of optimally
weighted pulse trains for clutter suppression in the past has been
mostly confined to finite pulse trains with uniform periods.*” Brennan
and Reed® analyzed optimum processing of unequally spaced radar
pulse trains for clutter rejection but only indicated how one might
proceed to solve the problem.

A portion of the analysis given here is not original and can be
found in the references cited. It is given for completeness and to aid
in the understanding of the extensions made in the study. The main
contribution of this study is a means to determine an optimum pulse
spacing combined with a method of determining the optimum pulse
weights for the specified train of pulses that results in good clutter-
rejection performance. The signal-to-clutter gain performance is also
provided as part of the output of the computer program that was
developed. Effects of thermal-type noise and limiting on the perform-
ance can also be found through the use of this computer program.*

The main items in this paper in the order of study are:

[1] System response of a delay-line canceller is determined.

[2] Signal-to-clutter gain is defined and then found for the delay-
line canceller.

[3] The method for determining the optimum pulse weights based
on Gaussian-type clutter is explained.

[4] A method for choosing the interpulse spacings is developed.
[56] The calculated results are explained.

In the analysis, the pulse spacing to achieve acceptable Doppler
response is determined by a graphical method, and the corresponding
pulse-amplitude weights are found by maximizing the function repre-
senting the average signal-to-clutter gain produced in the processor.
Pulse-amplitude weighting procedures applied to equally spaced pulses
show that optimum weighting results in about a 3-dB advantage over
the binomial weighting normally associated with cascaded single-delay-

* A copy of the computer programs is available from the authors on
request.
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line cancellers.* This study shows that the gain difference between opti-
mum and binomial weighting of staggered pulse trains can be consider-
ably greater than 3-dB. The improvement obtained is shown to be a
function of the spectral spread of clutter and the number of pulses used.

TIMING

INPUT

QUTPUT

| S—

Op = WEIGHT ON nTH PULSE

Tp = DELAY OF nTH SECTION OF LINE

Fig. 1—Delay-line canceller.

System Response of Delay-Line Canceller

In this section, the system response of a delay-line canceller for a
coherent pulsed radar using amplitude weights and staggered pulses
is developed. Fig. 1 shows a block diagram of the delay-line canceller
analyzed, where a, is the amplitude weight of the nt pulse and -,
corresponds to the delay of the nt" section of line. These delays match
the interpulse periods of the finite pulse train.

If an impulse §(¢) is applied at the input, the response of the delay-
line canceller will be

R(E) = agd () + ay8(t — 1) + @s8(t — 7y — 72)
+a38(t—71—72—73) +

+ay_ 8t —1y—T19—--18_1)
N—1

= a.8(t — i), 1]
k=0
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where t, =1, + 12+ -+ - + 7, and N is the number of pulses. The cor-
responding voltage transfer function H(w), found by taking the
Fourier transform of Eq. [1], is given by

N—

1
H(w) = Z a; exp {—Jjot;) [2]
k=0
The power transfer function P(w) for the N-pulse canceller is then

P(o) = |H(w)|?

9 2

N—1 - N—1 °

[Z a‘cosm‘] -+ [Z a,sinwt,]
=0

i=0

N—1 N—1

Z aa;cos w(t; —t,). [3]

1=0 j=0

If the system response to a stationary target (o = 0) is zero, the a’s
are such that

N—1X—1
Z a‘aj =0. [4]
=0 j=0
N—1
Dividing Eq. [3] by Z «; gives the normalized power transfer func-
f=0

tion for the N-pulse delay-line canceller; thus

N—1 N—1

Z Z @iy o8 w(t; — t;)

i=0 j=0

P(w) = : (5)

N—1
2. @

j=0

where the bar under the P denotes the normalized quantity. The
N—1

quantity Z a is the canceller power gain for band-limited white
i=0

noise.* This can be shown as follows. Let the input noise voltage be
denoted by .V,(#) so that the output noise voltage N,(¢) can be ex-
pressed as
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N = S aN(t—t). [6)
j=0

The average power output is then

N—1 N=1
N2 = 3 3 amlN(E—t)N(t— ;)

j=0 k=0

N—1
NZ(t) Z a2, [7
k=0

which shows the stated relationship.

To determine the relationship between the amplitude weights for
the canceller shown in Fig. 1 and those for N cascaded single-delay-line
cancellers of the constant-prf type, the system response for the latter
is derived. A block diagram for a single canceller is shown in Fig. 2.

DELAY, T

INPUT OUTPUT

Fig. 2—Block diagram of single-delay-line canceller.

The impulse response for this canceller is simply

R(t) =8() —8(t—1), [8])
and the corresponding transfer function is

H(w) =1 — exp {—jor}. (9]

When N such stages are cascaded, the overall response for the constant-
prf case becomes

H (o) = (1 —exp {—jor})¥
=1 ({) exp (jor) + (3 ) exp (—i2m) -
<I?Y>exp {—=73wr} +---+ (—1)* (1,::,) exp {—jkot) - -
+ (—1)¥ exp {—jNo7}, [10]
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where

e =

N NN-DW-2)- (N—k+1)
B

This shows that the weights a, in Eq. [1] and Fig. 1 are the binomial
coefficients for the periodic pulse train.

Signal-to-Clutter Gain and Subclutter Visibility

The signal-to-clutter gain G(v,;) of a clutter canceller is defined as

output signal-to-clutter power ratio
G(up) = [11]

input signal-to-clutter power ratio

Subclutter visibility of a radar is the average of this quantity over a
given range of Doppler frequencies. Although G(») has been pre-
viously derived for the delay-line canceller,>*? it is developed here
for clarity and completeness.

For the N-pulse canceller, the output voltage E,(t) is the weighted
sum of N pulse returns. Thus

E,(t)= 3 aE(), [12]
j=0

where q; is the amplitude weight on the jt» pulse. E(t;) is the voltage
of the jt% pulse consisting of signal and noise components where L
denotes the time, ¢ — ¢, E (1) can be expressed in the form

E(t;) =/2S cos (w4t; + ¢) + VC (), [13]

where
S = signal power (into unit resistor)
wg = angular doppler frequency
¢ = arbitrary signal phase

C = clutter power (into unit resistor)

The average power output from the canceller is given by
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e N—1 N-1 1
=T aEW | | eE®) |, [14]

i =0 j=0

where the bar over the quantity denotes its expected value. Expanding
the right-hand member of Eq. [14], assuming that the signal and
clutter are independent, results in the output power,

=

—1 N—1
= Z Z aa; cos (wgt; + ¢;) cos (w.t; + ¥;)
I .

[15]
N_1 N—1
+ 3 > ae;vCe(t) VC(ty)
i=o j=o
N—1 N—1
=8 Y 3 am;cos w4ty — —t)+C Z Z aa;p(t;—t).
i=0 j=0 i=0 j=

where p(t) is the clutter autocorrelation function normalized so that
p(0) =1. From Eq. [15], the output signal-to-clutter ratio for the
N-pulse canceller can be expressed as

S Vz: Z aa; cos wy(t; — t;)

Gh—
c/, = v“— ——————— [16]

N—1 N-—-1
C Z Z a,-ajp(tj— ti)
i=0 j=0

The corresponding signal-to-clutter gain becomes

N—1 N—1 (t t)
aa; cos wy (t; —
/0y, A A el
(8/C) N1 N

i=0 j-

The average value of G(wy) with respect to doppler frequency is
found by rewriting Eq. [17] as
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N—-1 N—1 N2
Z a? + Z Z @, Co8 wy(t; — t;)
f=0 [} i
1<)
Glog) = . [18]
MN—-1 N—1
i=0 j=0

Since the second term in the numerator of Eq. [18] averages to zero,
the average value of G(w;) is given by

N—-1
2,

$=0

&
Il

[19]
N—1 N—1

Z Z aa;p(t; — &)

i=0 j=0

Using G as given by Eq. [19] and the system gain P(w) as defined in
Eq. [5], the signal-to-clutter gain G(o;) can be written as

G(o)d) = G_ E(wd)

N—1 N—-1¥N¥-—1
> a? >, 3 aajcosw,(t;—t)
i=0 i=0 j=o
N -1 N=—1 N-1
3> agp(t—t) Y. a?
i=0 j=0 $=0
[20]

Thus G(e,) is expressed in terms of a quantity G that is independent
of target velocity and another quantity P(w,) that is independent of
the clutter characteristics. The quantity G is called the reference gain
and is seen to depend on the amplitude weights a,, the clutter correlation
function p(7) and the number of pulses, N.

Reference Gain for Periodic Pulse Train

Assuming a periodic pulse train and binomial amplitude weighting, the
reference gain G will be calculated for use as a measure of perform-
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ance. For the above conditions, the reference gain can be expressed by

M
> o

=0
G= — , [21]
o M )
Z Z aap[(G— k)T
{fam) fa=0
where
M=N-1
N = number of pulses
M
= (—1)/ .
a; = (—1) <J )
T = period of pulse train.
Eq. [21] can be rewritten as
M M 2
2(3)
G =
X, 1 M\2 Y & M\ /M .
5 (5) p@+ 25 com () (F)aG-0m
2k
1
= [22]

u (M1)2(—1)*
142 % p(kT)
k=1 (M +E)'(M—k)!

Eq. [22] is derived through use of the relations

(2n)!

120 <1;)2 - <27:t) - (n!)?2

and

E® 61w
o \E/\p+k] )1ttt
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In the case of Gaussian clutter, the autocorrelation function is

p(7) = exp {—2724%72}, [23]

where ¢ is the standard deviation of the clutter spectrum. A tabulation
of the reference gain is shown in Table 1 as a function of the spectral
spreading factor ¢T. The corresponding plot of this data is shown in
Fig. 3.

T I T

N = NUMBER OF PULSES

80—

70—

60—

a0

30—

AVERAGE SIGNAL-TO-CLUTTER GAIN , d8

20~

0 1 | | ! ]
0 .02 .04 06 .08 .10 a2
CLUTTER SPECTRAL SPREAD, o7

SIGNAL-TO-CLUTTER GAIN WITH PERIODIC BINOMIALLY
WEIGHTED PULSES

Fig. 3—Signal-to-clutter gain with periodic binomially weighted pulses.

Optimum Pulse Weights

The criteria used to determine the optimum set of weights for a given
number of pulses is that which maximizes the reference gain for a
specified clutter model. Maximization of the reference gain expressed
by Eq. [19] is obtained by minimizing the denominator with respect
to e, under the constraint that the numerator ¥a;* is a constant. Using
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the method of Lagrangian multipliers, the quantity

N—1KN-—-1 N—-1
d) = E E a‘ajp(tj — ti) —A E a‘2 [24]
t=0 j==0 i=0

is formed, where A is the Lagrangian multiplier. Differentiation of
Eq. [24] with respect to a; results in the following condition for an
extremum:

¢ N1
aa‘ Ju=0

where:=0,1,2,---N —1.
The condition for a minimum of ¢ is then'

foo f01 f02"' fOk
f10 fu f12"‘ flk
foo for foo--+ fox

)
t
ll

>0 [26]

fro for foz  + ik

where fi; = 92¢/9a0a;, for 0S kSN —2, and Dy_, may equal zero.'
Eqs. [25] possess a nontrivial solution for the set of a, if

P(O) —A P(tl - to) P(t:z —to) - P(tb'—l - to)

p(to—t1) p(0) —A p(ta—1ty) - plty_1— 1)

p(to— t2) p(t; —t2) p(0) —A - p(ty_1—t,) -0
o=ty ) pltimts_) -+ p@) =2 [27]

The values of A that satisfy the above determinental equation are the
eigenvalues of the clutter covariance matrix R.

R=[p{;— t)]. [28]

That the resultant reference gain G is equal to the reciprocal of the
smallest eigenvalue of the covariance matrix can be seen from the
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following.® Let the reference gain be expressed as

N1
2, CF

i=o A’A
G = — = , [29]
N=1 N=1 A’RA
> > aap(t; —t)
=0 j=0

where A is the column matrix {a;} and A’ its transpose. Since the
covariance matrix satisfies the relationship

RA =)A, [30]
from Eq. [29], the reference gain is

A’A
G=——=1/A [31]
A\A

Then the optimum set of weights {a;} is any eigenvector corresponding
to the minimum eigenvalue A.

Use was made of a subroutine within the main computer program
to determine the minimum eigenvalue A. The numerical procedure,
known as the “power method,” produces the largest eigenvalue and a
corresponding eigenvector by iteration.! Hence, to use this method, it
is necessary to rewrite Eq. [30] as

A =AR-1A,
or

MA =EA, [32]

where M = R—1 and k = 1/X. Thus the eigenvalue k corresponds to the
reference gain G.

Although the signal-to-clutter gain and reference gain given by
Egs. [17] and [19], respectively, were developed considering signal
and clutter only, the effects of thermal noise can also be taken into
account with the inclusion of the noise autocorrelation function. Thus
Eq. [17] for the signal-to-clutter gain with noise included becomes
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N—1 N—-1
S Z a,a; o8 wy(t; — t))
im0 =0

G(wu) = [33]
Al

—1 N—1 N
E > a,a, pelty — ) +?P1v(t;“t¢)JL

(=0 j=0

and the corresponding reference gain (Eq. [19]) becomes

N-1
2 W

1=0

G= [34]
N—1N-1 lr N,
> > agy ‘ch(t; —t) + ;‘ et — )

{==0 f==0

where p,( ) = clutter autocorrelation function
px () = noise autocorrelation function

N,/€ = noise-to-clutter power ratio

If band-limited white noise is assumed, the correlation function is

Sin ‘H'B(t’ - t‘)

py(tj—t) =——— [35]

where B is the video bandwidth. For the pulse spacings normally used,
B(t; —t,) will be large for all values of ¢; — {; except for j = ¢, so that
the correlation function can be approximated by

PN(t! — t‘) = 8“, [36]
where 3, is the Kronecker delta (8,;=1 when ¢ =7 and 8; =0 when

i % j). Thus the ratio N,/C will be added to the diagonal elements of
the autocorrelation matrix so that the reference gain can be written as

N=—1
>, o
{=0
G= ,
N—1 N—1 NoN—l
Z Z aiajpc(tj t() +— E a(2
i=0 j=0 C i=0
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Gl
=, £37]
14 (N/O)G

where (7 is the signal-to-clutter power gain without thermal noise.
A plot of Eq. [37] is shown in Fig. 4, where the overall reference
gain G has been plotted as a function of the noise-to-clutter ratio and
the reference gain with no noise.

€0 T T T T T
N/C =0
Z60db
so|- z. g i i
1 e INJOIE
-50d8
' s SIGNAL-CLUTTER POWER GAIN
WITHOUT NOISE

40— N,/C » NOISE-TO-CLUTTER POWER RATIO
Zz
4 -40 dB
o B
@
w
=
2
2 s
2 -
c:) -30dB
o
-
0
)
<
z
)
@ 20p-

-20 48
10—
N,/C =-10 d8
[ 1 1 L | 1
o 10 20 30 40 50 60

0 AVERAGE SIGNAL-TO-CLUTTER GAIN WITHOUT NOISE

Fig. 4—Signal-to-clutter gain with band-limited white noise.

Choice of Interpulse Spacings

With a staggered-prf system, there is the problem of determining a
set of interpulse spacings that result in no blind speeds over a given
Doppler interval. The first blind speed occurs when the interpulse
periods Ty, T,, - - - Ty as shown in Fig. 5, satisfy the equalities

W/Ty=3/To=k/Tyg=---n/Ty, [38]
where %, 7, k, - - - » are integers.
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_IL 'I_L mn M.

f1g. 5—Staggered pulse train.

A graphical method is devised to choose a proper set of interpulse
periods. If for a given set of periods as shown in Fig. 5, the products
aT,, aT,, - - are all integers, then a will correspond to a blind Doppler
frequency. Fig. 6 shows a family of lines f(T) = aT, where a denotes
a normalized doppler frequency and T the normalized interpulse period.
Use of this prf stagger chart is as follows.

[1] Normalize the repetition periods by dividing by one of the
periods T, (T, could be the minimum period).

PERIOD MULTIPLE , aT

NORMALIZED PERIOD, T

PRF STAGGER DESIGN CHART

Fig. 6—PRF stagger design chart.
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[2] On the design chart draw the vertical lines T=1, T,/T},
T3/Ty, ete. (k=1).

[3] The periods T, are chosen so that all T, do not intersect the
sloping lines at integer values on the ordinate scale, 7.

[4] The sloping lines correspond to the normalized frequency at
which the blind speeds will occur. The normalizing factor is the
reciprocal of the scale factor on T. (If T =1 corresponds to one
millisecond, multiply the factor « by 1000.)
[5] As an example, consider the normalized periods T =1.0, 1.2
(assume T in msec, see Fig. 6). The vertical linesT=1,T=1.2
will intersect the sloping line a« = 5 at the integer values «aT =5
and «T = 6. For this case, the first blind speed will correspond
to a Doppler frequency of 5000 Hz. When 7 =1.0, 1.2, and 1.1
(T in msec), the first blind speed will occur at 10,000 Hz where
all three periods have an integer multiple, «7 = 10, 12, and 11.
Partial nulls or holes will occur in the Doppler frequency response
as calculated by use of Eq. [17] when the values, «T,, are nearly
integers. In this case, the periods can be slightly shifted to obtain a
smoother frequency response without the partial nulls.

Calculated Results

Uniform Period Pulse Train

The signal-to-clutter gain has been calculated for periodic pulse trains
of three, four, and five pulses using binomial amplitude weighting.
Results of these calculations are shown in Fig. 7 for pulses that are
spaced by one millisecond and correspond to responses obtained by
cascading N —1 (N =3, 4, 5) single-delay-line cancellers. Values of
the clutter standard deviation (bandwidth), o, of 15 Hz and a carrier
frequency of 1300 MHz were used in the calculations. This value of o
corresponds to rain-cloud clutter.

Fig. 8 shows curves of signal-to-clutter gain when optimized weights
are used for the uniformly spaced pulse train. The amplitude weights
obtained from the solution of Eq. [27] for the minimum X is shown
in Table 2. A Gaussian clutter autocorrelation function of the form

Table 2—Optimum Weights for Periodic Pulse Train

N ao a a: as a

3 1.00000 —1.99119 1.00000

4 1.00000 —2.97363 2.97363 —1.00000

5 1.00000 —3.94740 5.89504 —3.94740 1.00000
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AVERAGE SIGNAL-TO-CLUTTER GAIN, DB

1 1 1 1

Il e 1
800 1200 1600 2000
FREQUENCY , Hz

n
] 400

Fig. 7—Signal-to-clutter gain for uniformly spaced pulses using binomial

weighting.
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Fig. 8—Signal-to-clutter gain for uniformly spaced pulses with optimized
weighting.
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given by Eq. [23] has been used in the calculations The amplitude
weights given in Table 2 are seen to be very nearly equal to the
binomial coefficients. It is noted that the improvement obtained in the
signal-to-clutter gain by use of optimum weighting over the normal
binomially weighted case is relatively small.

Staggered Pulse Train

The signal-to-clutter gain characteristic for a typical 3-pulse train with
prf stagger and optimized weighting is shown in Fig. 9. Blind speeds
occur at velocities corresponding to frequencies that are multiples of

80 ao' |
a,-1823
R o, 0.833 % a N
tozoomn: |l =
60} o s IS Hz o [ 2.2 TIME msec
N=3

/-AVERAGE GAIN = 44.2 08

40(

20

AVERAGE SIGNAL-TO-CLUTTER GAIN, DB

0 ! ) ) Il 1
o 4000 8000 12000

FREQUENCY, Hz

1 1
16000 20000

Fig. 9—.Sign23\1’-to.§1utter gain with prf stagger and optimized pulse weight-
ing, N=3.

5 kHz for the particular set of spacings that were used for the pulses.
The average gain obtained is seen to be very nearly that for the
constant-prf case with binomial weighting. With binomial weighting
applied to this case, the shape of the Doppler response will be about
the same as in Fig. 9, but the average gain will be reduced by ap-
proximately 5 dB.

A similar curve is shown in Fig. 10 for the four-pulse staggered-prf
case with optimum weighting of the pulses. Here, the time spacing
of the additional pulse was chosen to eliminate the 5 kHz Doppler null
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that occurred in the three-pulse response of Fig. 9. Use of binomial
weighting with the prf’s chosen for the four-pulse case results in a
reference gain of 43 dB.

o0 T T T T T T T T T
/—AVERAGE GAIN = 63.9 dB
-]
h-J
z
LS
(L]
. AVE. GAIN BINOMIAL WEIGHTING = 43 48
- o, = 1.000 _/__ _________________
£ aol} o x-2.600 fo * 1300 MHz i
& 0, = 2473 o = |5 Hz
1]
2 3ol oy * -0.870 N4 Al
-
; 0 a
o o ! % °
o 20K _L 3 il
(%)
Ml n
[+] [} 2.2 3.3 TIME, msec
10K~ — Je— 81 am B
$00 1000 1500 2000 kts
) | 1 | | ! | | | [ |
) ] 2 3 a 5 6 7 8 9 10

DOPPLER FREQUENCY, KHz

Fig. 10—Signal-to-clutter gain with prf stagger and optimized pulse
weighting, N = 4.

A typical example of signal-to-clutter gain using five staggered
pulses with optimized weighting is shown in Fig. 11. Using these
spacings and binomial weighting, the reference gain drops to 72.5 dB.
With such high average signal-to-clutter gains, effects such as noise
and system stability become important. Figs. 9 to 11 show typical
signal-to-clutter gain characteristics for the three-, four- and five-pulse
cases.

The optimum weights for a given set of pulse spacings vary some-
what with the spectral width of the clutter. Fig. 12 shows the average
signal-to-clutter gain obtained with optimum weighting of a four-pulse
train as a function of the standard deviation of the clutter spectrum.
As shown in Table 3, the optimum weights do not vary significantly
over the range of clutter widths used. A curve of the average gain
obtained using the optimum weights for ¢ = 15 Hz and shown in Fig.
12 indicates that, except for narrow clutter spectra, a fixed set of
weights can be used to obtain near optimum performance.
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Fig. 11—Signal-to-clutter gain with prf stagger and optimized pulse
weighting, N = 5.
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Fig. 12—Signal-to-clutter gain as function of clutter spectral width for
four-pulse canceller.
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Table $—Optimum Amplitude Weights as Functions of Clutter Spectral
Width (N =4, f, = 1300 MHz)

Clutter
Spectral
Width, o
(Hz) Qo a Qs s
b 1.0000 —2.6276 2.4970 —.8696
10 1.0000 —2.6186 2.4881 —.8696
15 1.0000 —2.6039 2.4736 —.8696
20 1.0000 —2.5837 2.4633 —.8696
26 1.0000 —2.5583 2.4279 —~.8696
30 1.0000 —2.6280 2.3976 —.8695

There will be variations in the optimum reference gain as different
pulse spacings are chosen for a given number of pulses. A comparison
of the reference gains for optimumly weighted cases indicates gain
differences of as much as 7 dB for the four- and five-pulse cancelling
systems. Fig. 13 shows the average or reference gain that might be

50 T T T T T

50—

30—

20—

AVERAGE SIGNAL-TO-CLUTTER GAIN, d8B
Fy
o
|

) | | ] | |
1 2 3 4 s 6 7
NUMBER OF PULSES, N

SIGNAL-TO-CLUTTER GAIN WITH PRF STAGGER
AND PULSE WEIGHTING

Fig. 13——Signal-to-clutter gain with prf stagger and pulse weighting.
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expected with prf staggering and pulse amplitude weighting as a
function of the number of pulses and the ¢T product for both optimum
and binomial weighting.

Calculated Results Including Noise

The effect of sources of noise other than clutter is to add a bias term
to the denominator of the function representing the signal-to-clutter
gain. As shown in Fig. 4, this bias term is a constant for a given
thermal noise level and limits the maximum available signal-to-clutter
gain. If white noise is assumed, the signal-to-clutter gain characteristic
with noise plus clutter will have a shape with respect to frequency
similar to that for the case with clutter alone. It is found that the
minimum eigenvalue, A, is unaffected by the presence of the N,/C bias
term in the autocorrelation function, so that the pulse weights for the
case where there is thermal noise are the same as for the case without
thermal noise.* Figs. 14 and 15 show the signal-to-clutter gain char-
acteristics for the four-pulse canceller with noise-to-clutter ratios of
—40 and —60 dB, respectively. In these figures, the average gains as
obtained with binomial weighting are also shown.

Effect of Limiting on Signal-to-Clutter Gain

The effect of a limiter prior to clutter cancellation is to reduce the
signal-to-clutter gain from the value obtainable without limiting. To
show the reduced clutter gain for optimized and binomial type of pulse
weights, a clutter correlation function with limiting was implemented
in the computer program. The following assumptions have been made
in the formulation of the clutter correlation function:

[1] Error function type of limiter,

[2] Ideal band-pass filter with no response to harmonics outside
the intermediate frequency band,

[3] Gaussian input clutter.

With these assumptions, the clutter correlation function can be ex-
pressed as''

1 [(2n) ]2 exp {—2(2n + 1) 720272}
pc(T) == Z °
A o 20 (n1)3(n 4 1)1 2 \2n+1
[39]

* Note that the reference gain in this case is 1/[A + (N./C)], rather
than 1/A,
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Fig. 14—Signal-to-clutter gain with prf stager and optimized pulse weight-
ing in the presence of band-limited white noise, N./C = —40 dB.
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where
limit level
z= R
Veclutter input power
i 1
A=sin—?!| —
2 .
14 —2a2
m™

with ¢ and 7 as defined in Eq. [23]. Using the set of optimized weights
indicated in Fig. 10, the signal-to-clutter gain with limited clutter has
been calculated. The general shape of the response function is as

3
|
T
]
T

60

_~OPTIMUM PULSE WEIGHTING

BINOMIAL WEIGHTING
20|~ =

AVERAGE SIGNAL-TO-CLUTTER GAIN, DB
<)
T
1
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-10 ° 10 20 30 20
RMS CLUTTER-TO-LIMIT RATIO, DB

Fig. 16—Effect of limiting on signal-to-clutter gain for N = 4.

shown in Fig. 10 with a reduced average gain. A plot of the average
gain as a function of limit level is shown in Fig. 16. Gain curves
obtained with optimized and binomial weights are shown in this figure
for comparison purposes. For values of rms clutter to limit ratios in
excess of 20 dB, the effect of optimization is nullified. The optimization
of pulse weight used in the above computations was calculated on the
basis of no limiting of the clutter. Determination of the optimum
pulse weights for a specific limit level results in a small increase in
the signal-to-clutter gain. For the case considered above, the amplitude
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weights optimized for limited clutter are shown in Table 4 when the
rms clutter to limit level is 20 dB. The resultant increase in average
signal-to-clutter gain is 0.3 dB.

Table 4—Optimized Pulse Weights With Limited Clutter (r=15 Hz, f.

= 1300 MHz)
Parameter Limited Clutter No Limiting
x=—20dB

G 1.0000 1.0000
Optimized as —2.3770 —2.6039
Weights as 2.2074 2.4735
a —0.8293 —0.8696
Average Signal-to- 30.4389 30.1376

Clutter Gain

Scaling of System Parameters

Although the examples given in the computations used a carrier fre-
quency of 1300 MHz, and a certain pulse spacing, these same results
could be applied to other cases by proper scaling. Since the optimization
process involves a clutter autocorrelation function of the form

p(7) = exp {—2n20272}, [39]

where r is a function of the interpulse period, the amplitude weights
will remain unchanged. Also the signal-to-clutter response will have
the same shape if the product ¢T, where T is the pulse period, is kept
constant. Thus, if the pulse period is divided by a factor of three,
o is tripled so that for the same type of clutter, the carrier and Doppler
frequencies must also be tripled.

Conclusions

The study of weighted pulse trains for use with delay-line type of
clutter cancellers has shown the following:

[1] Use of optimally weighted nonperiodic pulse trains makes it
possible to achieve high clutter attenuation over a relatively wide
Doppler frequency interval.

[2] The signal-to-clutter gain obtained with optimum pulse weights is
substantially greater than that obtained with binomial weights when
noise and/or limiting is excluded.
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[3] The optimum pulse weights for a given set of interpulse spacings
and clutter spectral width can be used over a relatively wide range of
spectral widths around the design value.

[4] Optimally weighted pulse trains for delay-line-type cancellers are
most advantageous for use with systems that have wide dynamic range
and are linear; under conditions of low signal-to-noise ratio or i-f
limiting, the benefit of optimized pulse weighting is reduced.
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Infrared Spectroscopic Method for Compositional
Determination of Vapor-Deposited Borosilicate
Glass Films and Results of Its Application

Werner Kern
RCA Laboratories, Princeton, N. J.

Abstract—An infrared analytical technique is described for rapidly and non-
destructively determining the composition of binary borosilicate glass
films chemically vapor deposited on silicon substrates. The principle of
the method is based on a correlation of the absorbance ratio [B-O]/
[Si-O] with the chemically determined composition of standard samples.
The absorbance ratio is calculated from the measured B-O net absorb-
ance maximum in the wavenumber region near 1370 cm~' and the Si-O
absorbance maximum at the stretching vibration frequency near 1075
cm~'. Glass films up to approximately 2.5 ym thickness can be an-
alyzed. Thicker films up to about 7 ym can be measured similarly by
utilizing the net absorbance ratio of the less intense bands of B-O-Si
at 917 cm~' and of Si-O at 800 cm~'. Applications of the method
are discussed, including effects of reactor geometry on the composition
of borosilicates, evidence of silicate formation during low-temperature
vapor oxidation of hydrides, and the long-term stability of glass films.
Changes in absorbance and wavelength positions of the infrared bands
as a function of heat treatment, composition, glass densification, and
film thickness are briefly discussed also.

Introduction

Vapor deposited films of borosilicate glasses prepared by a method
previously described'* have found extensive applications in silicon

Editor’s note: Parts of the information in this paper were presented
at the Electrochemical Society Meeting in Boston, Massachusetts, May 1968
(Paper No. 92) and in New York, N.Y., May 1969 (Paper No. RNP 372).
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device technology.*® A convenient analytical technique for monitoring
these film compositions is therefore of considerable practical importance.

The principle of an infrared absorption technique was briefly
described in previous papers;*? it is based on correlation of the
absorbance ratio [B-0]/[Si-O] with the chemical composition of the
glass films. In our earlier work®? the absorbance ratio was determined
from the measured B-O net absorbance maximum in the wavelength
region near 7.3 um (1370 cm—1) and the Si-O absorbance maximum
at the stretching vibration frequency near 9.3 pm (1075 em—1). This
method is limited to glass thicknesses up to about one micrometer. It
will be shown that the infrared absorption technique can be extended
to films of several micrometer thickness by using beam-attenuation
techniques or by utilizing the weaker absorption peaks at 10.9 um
(917 em—1) for B-O-Si and 12.5 gm (800 cm—1) for Si-O. It is not
necessary to know the exact film thickness, since absorbance ratios
rather than absolute values are taken.

Applications of this analytical method will be discussed for in-
vestigating effects of glass deposition parameters, silicate formation,
heat treatment of films, and stability of borosilicate glass films over
periods of several years.

Experimental Techniques
1. Film Substrates

The silicon wafers used as film substrate should transmit uniformly at
least 50% of the infrared in the wavelength range of 3 to 14 um with-
out exhibiting scattering or back-to-front surface reflection phenomena.
We found that uncompensated silicon of at least 100 ohm-cm resistivity
made from vacuum float zone refined crystal low in oxygen fulfills these
requirements if the slices have a thickness of about 0.025 inch (to avoid
interference effects) and are polished on both sides. However, silicon
with somewhat less ideal properties can be used as long as the substrate
wafer is uniform and a piece of it is positioned in the reference beam.

2. Method of Film Deposition

Borosilicate glass films were prepared by chemical vapor deposition
from nitrogen-diluted silane and diborane reacted with excess oxygen
by the method described previously.! A small planetary hot plate
reactor,’” as well as a larger version of similar design, were used for
depositing the films at a substrate temperature of 450°C. The glass
composition was varied by using different diborane/silane ratios. Uni-
form film thicknesses in the range of typically 1 to 3 um were deposited
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for most samples, with thin silicon dioxide top layers to ensure compo-
sitional stability? during the investigation. Appropriate corrections in
the boron concentrations were made to compensate for this layer, as
will be indicated.

3. Chemical Analysis

Chemical analysis of the glass films was employed to correlate the
infrared data with the composition of the films. Coated silicon wafers
were immersed in dilute hydrofluoric acid solution just long enough to
dissolve the glass films, as evidenced by the hydrophobic behavior of
the surface.® The solution was analyzed by complexing the BF,— with
N-methylthionine (Azure C) and extraction of the dye with dichloro-
ethane followed by colorimetric measurement.’® The boron contents in
the range of 0.5 to 15 ug can be determined by this method with an
average deviation of *0.2 pug. The quantity of glass used for each
chemical analysis was sufficient to contain 6 to 30 pg of boron per
sample for thin-film films, and 50 to 500 pg for thick film samples.
The glass compositions are expressed as mole percent B.Oj; in the glass.
The SiO, contents were determined by difference, since previous tests
had shown that no separate analysis of silicon is required for these
binary borosilicates, (B.03),* (SiO.),_,.

4. Infrared Spectroscopic Analysis

The following procedure is used for analyzing films up to 1.2 um thick-
ness : one half of each substrate wafer, stripped of glass film with diluted
HF, is placed in the reference beam of a double-beam infrared recording
spectrophotometer (Perkin-Elmer Model 137B). The coated half of the
wafer is placed in the sample beam of the instrument. Both wafers are
positioned perpendicular to the infrared beam. The instrument is set
to zero absorbance by scanning the spectrum for the absorption mini-
mum (usually in the wavelength region from 3 to 6 um) and adjusting
the reference beam attenuator for zero absorption. The spectrum is
then recorded at slow scanning speed, and the absorbance values (A)
of the absorption maxima read for the B-O and Si-O stretching-
vibration major peaks. The baseline for the B-O peak is determined
as indicated in Fig. 1, to calculate the net absorbance. The absorbance
ratio (r) is calculated as follows:

Net Agoat7.3 um

[1]

r(=1.2um)=

Total Ay at 9.3 um
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Note that the base-line absorbance for the Si-O peak is taken as zero;
we found that this improves the linearity of the absorbance ratio
versus composition.
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Fig. 1—Infrared absorption spectrum of a typical borosilicate glass film
(0.92 um thick) deposited by vapor oxidation of the hydrides at
450°C. The arrows indicate the net absorbance maxima for the
B-0 and Si-O major peaks used for ratio calculations.

Films of 1 to 2.5 um thickness can be evaluated by the same method
if the reference beam radiation is attenuated by a substantial factor,
which effectively expands the absorbance scale. The peak absorbances
can thereby be brought within readability. This can be accomplished
by placing a metal screen* of suitable mesh size in the reference beam;
widening the spectrometer slit width is advantageous.

Films in the range of 2 to about 7 um thicknesses are best evaluated
by utilizing the B-O-Si peak at 10.9 um and the overtone Si-O peak
at 12.5 pm:

Net AB-O-Si at 10.9 pm

Tergm = ———————. [2]
Net Ag .0 at 12.5 um

These measurements are taken with the silicon substrate blank wafer
in the reference beam.

It should be noted that the exact absorption maxima may differ
slightly from the typical wavelengths stated, as will be explained. The
ratio values were always determined using the absorption maximum of
the peaks. This technique has certain limitations,” but it is extremely
convenient and is quite reliable for use with the empirical calibration

* Commercially available reference-beam attenuators of the adjustable
‘ype are particularly convenient.

432 RCA Review e Vol. 32 ¢ September 1971



BOROSILICATE FILMS

curves recommended in this paper. The use of the integrated intensity
of an absorption band would have greater theoretical significance as it
measures the total absorption of energy by a vibration mode, but it is
considerably less convenient for routine applications.

Analysis based on the ratio of infrared reflectance maxima can also
be used for film thicknesses up to about 1.2 pm if suitable substrates
are used, but interference effects complicate the spectra.
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Fig. 2—Major peak absorbance ratio of SiO. coated borosilicate films of
1.2 to 1.8 u#m thickness as a function of average boron oxide concen-
tration in the total layer. Blank silicon substrate was used in
reference beam.

Results and Discussion
1. Relationship of Film Composition and Absorbance Ratio

The range of glass compositions studied was from 0 to 30 mole percent
B,0;. Higher boron concentrations are of little practical interest since
such compositions tend to be unstable.?

Fig. 2 shows a plot of the absorbance ratios

Net Agat 7.3 pum

r(=12um) =

Total Ago at 9.3 um
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as a function of the B,Oj contents of the glass. The film thicknesses of
these samples were 1.2 to 1.3 um, including an SiO, top layer of 0.05 pum.
The plot should yield a straight line if the Beer-Lambert law holds.*
The resulting curve is slightly bent with an inflection point at about 17
mole percent, indicating some deviation from ideal behavior. The fact
that this characteristic in the curve has been reproduced with samples
made under different deposition conditions and with different film thick-
nesses suggests that it is real rather than caused by some analytical
artifact.
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Fig. 3—Major peak absorbance ratio of SiO. coated borosilicate films of
2.1 to 2.6 um thickness as a function of average boron oxide con-
centration in the total layer. Reference beam was attenuated with
screen to 28%.

A graph of the same relationship for thicker films is presented in
Fig. 3. These layers were 2.1 to 2.6 um thick, including a 0.2 um-thick
Si0, top layer and very thin 0.065 um SiO, base layer. The chemical
analysis was made using the combined layer structure. The absorbance
was measured before and after removal of the SiO, top layer with
buffered HF etch,” as indicated in the figure. A metal screen of 28%

* The Beer-Lambert Law states that the quantity of monochromatic
radiation absorbed by a material is proportional to the concentration of
absorbing molecules and the thickness of the material.
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transmittance was placed in the reference beam to reduce the magnitude
of absorbance to readable values. The resulting curve in Fig. 3 shows
again an inflection point at about 17 mole percent B,O3;. The portion
of the curve beyond this point exhibits somewhat lower absnrbance
ratios than those in Fig. 2 taken without the screen.

Fig. 4 shows the net absorbance ratio

Net AB-O-S! at 10.9 ,U.m

T(1-2.5pm) —
Net ASi-O at 12.5 ,U.m

as a function of the glass composition for the same series of samples.
These measurements were taken with the blank silicon substrate in the
reference beam, before and after removing the SiQ, top layer. The
shape of the resulting curve for the scale chosen is nearly identical
with the curve in Fig. 2, although the absolute ordinate values are
entirely different. It is apparent that the presence of an SiO, top layer
in this relafionship lowers the absorbance ratio significantly due to
some anomaly caused by the 12.5 pm Si-O band, which is not the case
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Fig. 4—Minor peak absorbance ratio of borosilicate films from Fig. 3 as a
function of average boron concentration in the total layer. Blank
silicon substrate was used in reference beam.
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for ratios derived from the main absorbance peaks. Additional evidence
that this effect is caused by the 12.5 um Si-O band can be offered by
comparing the curve obtained from the net absorbance ratio derived
from the B-O band at 7.3 um and the Si-O band at 12.5 pm: the same
relative difference is manifested for the samples with and without
the SiO, top layers. Calculations showed that the apparent absorptivity
for the Si-O peak at 12.5 um is considerably larger for the SiO, top
layer than for that of the Si-O in the borosilicate structure, although
this is not the case for separate layers. It is likely that this anomaly is
caused by interface reflectivity phenomena. For thick layers where the
minor absorption band is used, one should therefore preferably have
no Si0, layers present, or else use a calibration curve prepared with
samples having the same particular layer structure.

2. Calibration Curves

The use of a calibrated working curve is also recommended for the
major peak ratio technique, since the ideal Beer—Lambert relation is not
strictly obeyed. It is best to prepare standard samples under the same
conditions and within the same thickness range as the samples to be
analyzed routinely. This empirical procedure is most reliable and
accurate as it will compensate for any possible effects of layer thick-
ness, structure, film preparation, base-line determination, and instru-
mentation.

It should be kept in mind that the spectrophotometric accuracy
falls off on both extremes of the absorbance scale.’* One should there-
fore attempt to contain the absorption bands used in the analysis within
the absorbance range of 0.1 to 1, or, preferably 0.2 to 0.8, by proper
choice of one of the three infrared analytical techniques described, or
by selecting a suitable film thickness if this is readily possible.

It is often necessary to relate the solid composition to the gas
composition from which the glass was synthesized. Since this relation-
ship is nonlinear on a mole basis, it is best to prepare a graph as shown
in a previous paper' for the small deposition system. A convenient
alternative technique for use in the laboratory consists of plotting the
absorbance ratios of the glass samples directly as a function of the gas
composition expressed as mole-percent diborane in the silane plus
diborane before dilution. However, it must be realized that this rela-
tion is dependent upon deposition conditions for reasons discussed
below. This type of working curve should therefore be considered
valid only for a given reactor under fixed deposition conditions.
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3. Effects of Reactor Geometry on Glass Composition

The dependence upon film deposition conditions noted above is due to
effects of the geometry and wall temperature of the reaction chamber
on the composition of the borosilicate glass. The formation of these
glassy films is accompanied by homogeneous gas-phase nucleation,*
which results in deposition of colloidal coatings of partially hydrated
boron oxide and silicon dioxide on the wall of the deposition chamber.
The boron-to-silicon ratio in these wall deposits may vary with the wall
temperature and/or the wall-to-volume ratio of the reactor because of
the thermodynamics of the silane and diborane oxidation reactions.
The relative initiation temperature for the diborane—oxygen reaction
is 110°C, as compared to 195-200°C for the silane-oxygen reaction."
The hydride mixture may therefore become partially depleted of boron
inside the reactor. The degree of depletion is primarily a function of
the temperature and relative surface area of the reactor wall.! For
example, the solid compositions of the glass samples deposited in the
large reactor (used for Figs. 3 and 4) are close to the theoretical
stoichiometry, whereas those prepared with the small system (used for
Fig. 2) contain considerably less boron.! Analogous observations have
also been made for boron-doped oxides deposited under similar condi-
tions on silicon, using sheet resistivity after diffusion as a quantitative
analytical measure.”

4. Silicate Glass Formation as Evidenced by Infrared Spectroscopy

Borosilicate glasses are made up by interacting B;0; and SiO, in
various proportions. To examine whether glassy films of typical compo-
sition deposited at low temperature (450°C) from silane, diborane and
oxygen are real borosilicates, rather than merely physical mixtures of
B,0; and Si0, we examined the infrared absorption spectra of
separately vapor-deposited films of B,O3 and SiO, and then combined
the samples in the infrared sample beam to obtain the combined addi-
tive spectrum. A comparison was then made with a film obtained by
the usual co-oxidation of the hydrides.

Dry B,0; films deposited from B,H; and O, exhibit the strongest
absorption peak at 7.94 pm (1259 cm—1) due to B-O bond stretching,
and a weaker symmetric band at 13.94 pm (717 cm—1). These absorp-
tion modes are characteristic of vitreous B,03.'"'" Exposure of the film
to moisture causes hydration of the boron oxide forming orthoboric
acid, H;BO,. This is evident by a shift of the B-O main absorption
peak to 6.82 pm (1468 cm—1!) and the appearance of a new sharp band
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at 8.38 um (1193 cm—!) and two new small peaks at 4.44 um (2252
ecm—1) and 11.33 um (883 cm—1). All of these bands are characteristic
of boric acid.* A strong absorption at 3.1 ym (3226 cm—1) caused by
0-H oscillation from surface absorbed water'® becomes very pronounced.
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Fig. 5—Infrared absorption spectra of a vapor deposited boron oxide film
before (A) and after (B) hydration to orthoboric acid.

Fig. 5 shows the spectra of a vapor-deposited B,O; film taken im-
mediately after deposition (A) and again after exposure to humidity
(B). These phenomena are noted because undensified vapor-deposited
glass films containing excessively high (greater than about 30 mole
percent) boron oxide concentrations may devitrify forming a surface
layer* of hydrated boron oxide, which then gives rise to the infrared
bands described.

Pure SiO, deposited from silane and oxygen (Fig. 6, curve A)
exhibits a major band in the region of 9.2 to 9.4 pm (1087 to 1064
cm—1),"” which is due to the Si-O stretching vibration observed in all
types of viterous Si0,."”” The exact position of the maximum is sensi-
tive to film thickness and particularly to structure and, hence, depends
upon the degree of densification.” A second, much weaker, stretching
vibration band occurs at 12.5 um (800 cm—1). Undensified films always
show a small band in the region of 2.7 um (3704 cm—1) caused by O-H
stretching due to absorbed moisture.

A film laminate consisting of a 0.3 um layer of B,0; deposited on
a silicon substrate wafer and a top layer of 0.7 um SiQ, showed the

* This layer can be readily removed by rinsing with methyl alcohol
without further changing the original glass layer.
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following results. When measured against a 0.7 um codeposited film
(Fig. 6, curve A) in the reference beam, the difference spectrum re-
vealed the expected spectrum for vitreous B,0; (Fig. 6, curve B).
Measured against a silicon blank in the reference beam, a composite
spectrum resulted, as expected, consisting of the sum of the absorbances
of the individual spectra (Fig. 6, curve C). The appearance of this
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Fig. 6—Infrared absorption spectra of vapor deposited SiO:; (curve A),
B:0Os + SiO; (curve B), and B.0O; by difference measurement
(curve C).

spectrum is quite different from the spectrum of a glass of comparable
composition deposited by simultaneous oxidation of a silane-diborane
mixture (Fig. 1). The most obvious difference is the absence of the
B-0O-Si absorption peak at 10.9 um (917 em—1) and occurrence of the
B-O absorption maximum at 7.94 um (1259 cm—1) instead of at the
typical position 7.3 um (1870 cm—1). Heating of the laminate in argon
for 15 minutes at 770°C produced a spectrum intermediate between
additive and mixed component spectra, indicating that partial forma-
tion of borosilicate had taken place at the B,0;-SiO, film interface.
Inspection of the B,0;-Si0, phase diagram® shows that, at this reaction
temperature, the B,O; phase can be expected to dissolve a substantial
fraction of SiO,.

These experiments clearly demonstrate that, even at the low tem-
peratures tested (280-480°C), co-oxidation of nitrogen-diluted silane
and diborane with oxygen results, under proper conditions,! in a real
borosilicate glass, not merely in a mixture of B,O; and SiO,. In other
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words, there is some chemical interaction between the boron oxide and
the silicon dioxide networks. The spectra also show that the various
absorption bands utilized in the analysis are not seriously interfering
with each other, especially since the net peak height ratios are deter-
mined. Some interference of the Si-O major peak with the B-O peak
is manifest by the apparent shift of the B-O maximum towards longer
wavelengths as increasing boron concentrations move the B-O peak
closer to the Si-O band, but this interference does not affect the net
absorbance ratio. It should also be noted that the absorption maxima
of the B-O and the Si-O peaks shift slightly toward shorter wavelengths
as the glass thickness increases.

5. Effect of Heat Treatments

Densifying heat treatments of vapor-deposited glass films at typically
800°C in nitrogen, oxygen, argon, or air for 10 to 15 minutes are
desirable in practical applications where stable film structures with low
structural stresses must be attained.> The effects of such heat treat-
ments on the infrared spectrum and the absorbance ratios of borosili-
cates should therefore be briefly discussed also.

One of the most apparent effects in the infrared spectrum of heated
samples is the increase in the absorption maximum of the Si-O major
band at 9.3 um and its shift toward shorter wavelengths. The absorb-
ance of the main B-O band at 7.3 pm remains unchanged, indicating
that no loss of B,O; occurs during heating at temperatures of typically
800°C. This is true regardless of the presence or absence of an SiO,
top layer. Therefore, the absorbance ratio [B-0O]/[Si-O] is lower than
before the heat treatment and decreases with increasing boron concen-
trations, but the general shape of the ratio versus composition curve
remains the same, as seen from the dotted line in Fig. 2.

The B-0-Si and minor Si-O bands both show an increase in the
height of the net absorbance peak on heat treatment, mainly
due to a decrease in the base line of the peaks. Also, a narrowing of
the bands occurs, which appears to sharpen the resolution. The in-
crease is substantially greater for the Si-O band at 12.5 pm, which
results in a lowering of the ratio value after heat treatment. The peaks
of the absorption maxima both shift toward shorter wavelengths
(larger wavenumbers) on heating. Typically, the B-O-Si peak at 10.9
pm gains 4 to 6 ecm—1, and the Si-O peak at 12.5 um gains 11 em—1.
These changes are shown in the spectra of Fig. 7 depicting a boro-
silicate glass film of about 5 um thickness before and after densifica-
tion at 800